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FOREWORD: 

ANNIVERSARY OF PROFESSOR ROMULUS TETEAN VINTELER  
 
 
 

I appreciate the opportunity offered by this anniversary issue of the scientific 
journal Studia Physica to note some important aspects related to the didactic and 
research activity of professor doctor Romulus Tetean.  

Profesor Romulus Tetean was born in Sântejude, Cluj County, Romania, on 
November 11, 1957. He graduated Faculty of Physics at the Babeș-Bolyai University in 
1981. Thanks to the exceptional results obtained during his undergraduate studies, 
Romulus Tetean was among the most meritorious students who followed the Solid 
State Physics master's degree, graduating in 1982 at Babeș-Bolyai University. He 
performed his PhD studies between 1993 and 1997 at Babeș-Bolyai University under 
the supervision of professor Emil Burzo. This period allowed him to advance his 
scientific competences in the field of materials science, more precisely in that of 
the magnetism of intermetallic compounds of 3d transition metals with rare earths. 

The scientific research of prof. Tetean were mainly directed in the study of 
the structural, electronic, magnetic and transport properties of different classes of 
materials, such as rare earth - 3d transition metal intermetallic compounds, permanent 
magnets, nanostructured materials, perovskites and superconducting materials with 
possible technical applications such as permanent magnets, sensors, biomedicine 
and magnetic refrigeration. He was involved in preparation of new classes of materials 
and characterization by X-ray diffraction, X-ray photoelectron spectroscopy (XPS), 
magnetic susceptibility, magnetization, specific heat, electronic properties, Mossbauer 
effect, and muon spin rotation and relaxation (μSR). 

The firs job of professor Tetean was as middle school and high school 
teacher at Deusu school and later at Baciu school and Natural Science High School 
Cluj-Napoca, his teaching activity being appreciated by his students and colleagues.  
 

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/


VIOREL POP 
 
 

 
6 

In 1991, he achieved, by competition, the position of assistant at Faculty of Physics at 
the Babeș-Bolyai University. As a result of the exceptional didactic and scientific activity, 
professor Romulus Tetean evolved in his career to the positions of lecturer (1997-
2001), assistant professor (2001-2008) and full professor at Babeș-Bolyai University 
from 2008 to present. In this period, he was teaching different courses, seminars and 
laboratory classes, for doctoral school, graduated and undergraduate students, like: 
Advanced methods in condensed matter physics – Doctoral school, Nanostructured 
materials, Magnetic and Superconducting Materials – for master students in Solid 
State Physics, Superconducting materials and applications, Semiconductors physics, 
Thermoelectric phenomena, Electricity and magnetism, Electrotechnic etc, for 
undergraduate students in technological physics, in physics and mathematics physics. 

His organizational skills were brought to fruition as Head of Condensed 
Matter Physics and Advanced Technologies Department, Faculty of Physics, Babeș-
Bolyai University and Head of Condensed Matter Physics and Advanced Technologies 
Research Center, Ioan Ursu Institute, Babeș-Bolyai University. 

The research activity of professor Tetean was focused in the synthesis and 
study of the structural, electric and magnetic properties of materials like rare 
earths-3d transition metals intermetallic compounds, superconducting oxides, 
materials for magnetic hyperthermia, from both, fundamental researches and 
applications. Recent research activity was focuses on: 

- Synthesis and characterization of new 3d transition metals - rare earths 
intermetallic compounds with applications in magnetocaloric refrigeration. 
In addition to the fundamental physics characteristics involved in the study 
of these systems, the aspects related to the stability of the phases, the 
efficiency of the magnetocaloric effect and the obtaining of predefined 
working temperatures were mainly followed. 

- A very actual research activity is dedicated in preparation and characterization 
of magnetic materials for biomedicine. The aspects concerning magnetic 
hyperthermia followed different problems linked to the Specific Absorption 
Rate dependence on the external alternating magnetic field amplitude, 
toxicity, biodegradation etc. 

The research results were expressed in more than 140 papers with 104 
papers published in high impact ISI journals like journal of Journal of Molecular 
Structure, Nanoscale research letters, Nanomaterials, Molecules, Journal of Physics: 
Condensed Matter, Pharmaceutics, Chemical Engineering Journal, Magnetochemistry, 
Applied Surface Science, Molecular Crystals and Liquid Crystals, Journal of Alloys and  
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Compounds, Journal of Magnetism and Magnetic Materials, Journal of Materials 
Science, Solid State Communications, Journal of Applied Physics, Physica Status Solidi 
etc. He also has published 8 books. The high scientific and impact on the scientific 
community of his publications is confirmed by the large number of citations (more 
than 1040). For his scientific performance he was honored with Stefan Procopiu 
Romanian Academy prize 2019 and Babeș-Bolyai University award for excellence in 
research activity (2008 and 2011). 

Besides the rigorous scientific activity carried out at the Faculty of Physics, 
Babeș-Bolyai University, Professor Romulus Tetean was involved in the academic 
development at local and national levels. He was invited in prestigious institutions 
for research stages at Univ. Joseph Fourier, Grenoble, Franta, Univ. Louis Pasteur, 
Strasbourg, Franta, Technical University of Chemnitz, Germania, University of 
Osnabrueck, Germania, Paul Scherrer Institute, Vilingen, Elvetia. These collaborations 
led to the development and valorization of scientific research, as well as to the 
improvement or management of new international collaboration programs, among 
which should be noted the perennial collaboration, both for scientific research and 
for didactic activity, with the University of Chemnitz. Professor Romulus Tetean was 
local coordinator for Tempus/Erasmus program and European Scheme for Physics 
Student Mobility. 

Professor Tetean was involved in the organization or led the organizing 
committees of various conferences or summer schools, such as: Magnetic Materials 
and Superconductors Conference, Cluj-Napoca, 3rd General Conference of the 
Balkan Physical Union, Cluj-Napoca, German-Romanian summer schools, ICPAM 11, 
ICPAM 12, ICPAM 13, ICPAM 14, member in the organizing committee of two 
European Schools on Magnetism and many international conferences. 

As consequence of his scientific results in research activity, professor 
Tetean has 12 invited lectures and 33 oral presentations at international conferences. 
Professor Tetean won by competition 6 national research grants as project coordinator 
and he lead 3 international grants. 

Professor Romulus Tetean is member of the following national or 
international scientific societies: European Physical Society, Romanian Physical 
Society, Balkan Physical Society, Romanian Materials Society, Rare earths Society, 
µSR Society. 

Under his supervision, many students have obtained their B.Sc. and M.Sc. 
Diploma or obtained PhD in physics. Some of his coworkers have pursued a 
successful research or academic career.  
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On behalf of all those who have benefited from the scientific achievements 
of Professor Romulus Tetean, as well as from his fruitful discussions and advices, 
we wish to express our sincere appreciation and best wishes for the future. 
 
 

Viorel POP 

Professor, Babeș-Bolyai University, Cluj-Napoca, Romania 
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MAGNETOCALORIC EFFECT IN La1.2R0.2Ca1.6Mn2O7 (R=Tb, Dy, 
Ho, Er) PEROVSKITES SYNTHESIZED BY SOL-GEL METHOD  

R. DUDRIC1*, G. SOUCA1, F. GOGA2

ABSTRACT. Nanocrystalline double layered La1.2R0.2Ca1.6Mn2O7 manganites with 
R = Tb, Dy, Ho, and Er were synthesized by sol-gel method. The XRD measurements 
indicate that all samples are single phase with a Sr3Ti2O7-type tetragonal (I4/mmm) 
structure and mean crystallite sizes between 22 nm and 27 nm. The magnetic 
measurements evidence a spin-glass like behavior at low temperatures for all 
samples, which may be due to frustration of random competing ferromagnetic and 
antiferromagnetic interactions together with the anisotropy originating from the 
layered structure. A moderate magnetocaloric effect was found for all samples, 
with the maximum entropy change located at temperatures near the magnetic 
transition ones, but high RCP(S) values were obtained due to the broadened 
magnetic entropy curves.  

Keywords: nanoparticles, double layered perovskite, magnetocaloric effect. 

INTRODUCTION 

The double-layered manganites show many intriguing properties such as 
colossal magnetoresistance, charge ordering, anisotropic transport in charge 
carriers, and the possibility of a short-range magnetic ordering above the 3D 
ferromagnetic transition temperature [1-7]. The doped R2-2xA1+2xMn2O7 perovskites 
(R is a trivalent rare earth ion and A is a divalent alkaline earth cation) consist of 
MnO2 bilayers separated by insulating (R,A)2O2 rock-salt layers, stacked along the 
c-axis, leading to a quasi-two-dimensional structure. The inherent anisotropy

1 Faculty of Physics, Babes-Bolyai University, Kogalniceanu 1, 400084 Cluj-Napoca, Romania 
2 Faculty of Chemistry and Chemical Engineering, Babes-Bolyai University, Arany Janos 11, 400028 

Cluj-Napoca, Romania 
* Corresponding author: roxana.dudric@ubbcluj.ro

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
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resulted from their layered structure and its consequences for studying low-
dimensional physics, as well as the remarkable range of physical properties have 
generated much interest. Two anisotropic exchange interactions are expected in 
these manganites, namely: an intralayer exchange interaction within the MnO2 
bilayers and an interlayer exchange interaction acting between the perovskite 
MnO2 bilayers, which could be the reason for the two transition temperatures for 
magnetic ordering [2,8,9]. Among other intriguing properties, La2-2xCa1+2xMn2O7 
perovskites exhibit colossal magnetoresistance (CMR) effect at low temperatures 
[1,3,10] and large magnetic entropy change under a moderate magnetic field [11-13]. 

The physical properties of double-layered manganites are sensitive to small 
changes in composition and structure [4]. In particular, the magnetic transition 
Curie temperature and the magnetic entropy change are influenced by the 
preparation conditions of these materials. The substitution of La with other rare 
earth atoms may induce lattice effects and/or change the magnetic interactions. 

In this work we present the magnetic properties and magnetocaloric effect 
of La1.2R0.2Ca1.6Mn2O7 with R = Tb, Dy, Ho, and Er manganites. 

EXPERIMENTAL 

Polycrystalline powders of La1.2R0.2Ca1.6Mn2O7 with R = Tb, Dy, Ho, and Er 
perovskites were synthesized by sol-gel method, as previously described [14].  

The crystal structure of the samples was analyzed at room temperature by 
using a Bruker D8 Advance AXS X-ray diffractometer with Cu Κα radiation in the 2θ 
region 20o-90o. The crystallite-sizes of the powders were estimated according to the 
Debye-Scherrer equation:  

θβ cos
kλ

=D
 (1) 

where β is the peak full width at half maximum (in radians) at the observed peak 
angle θ, k is the crystallite shape factor (was considered 0.94) and λ is the X-ray 
wavelength (0.154 nm).  

Magnetic measurements were carried out on pellets, obtained from 
pressing the powders, using a 12 T VSM from Cryogenics in the temperature range 
4.2 – 300 K. The magnetic entropy changes were determined from magnetization 
isotherms, between zero field and a maximum field (H0) using the thermodynamic 
relation: 

( ) ( ) ( ) ( ) ( )[ ]dTHTMHTTM
T

TSHTSHTS
H

mmm ∫ −∆+
∆

=−=∆
0

00 ,,10,,, (2)
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where ΔT = 5 K is the temperature increment between measured magnetization 
isotherms. The magnetic cooling efficiency was evaluated by calculating the relative 
cooling power (RCP) based on the magnetic entropy change: 

( ) ( ) FWHMm THTSSRCP δ×∆−= 0,  (3) 

ΔSm represents the maximum magnetic entropy change and δTFWHM its full-width at 
half-maximum. 

RESULTS AND DISCUSSION 

The crystal structure and crystallite sizes of the polycrystalline powders 
obtained by sol-gel method were determined by Rietveld refinement of XRD 
patterns using FullProf Suite Software [15]. The X-ray diffraction analysis (Fig. 1) 
shows that all La1.2R0.2Ca1.6Mn2O7 are single phase with a Sr3Ti2O7-type tetragonal 
(I4/mmm) structure. 

Fig. 1. Rietveld refinement results for the XRD patterns of La1.2R0.2Ca1.6Mn2O7 
manganites recorded at room temperature.  
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The lattice parameters calculated using the Rietveld method, c/a ratios and 
crystallite-sizes obtained using the Debye-Scherrer equation are collected in Table 1. 
The lattice parameters determined for La1.2R0.2Ca1.6Mn2O7 are smaller than for 
La1.4Ca1.6Mn2O7 (c = 19.176(6) Å, c/a = 4.988) [14], which is expected considering 
the smaller ionic radius of Tb, Dy, Ho, or Er as compared to La. The slight decrease 
of c/a ratio suggests that the lattice contracts preferably in the c-direction rather 
than in the a-direction when La is substituted by other rare earth ions, as previously 
found for Ce, Pr, Nd, Sm, Gd [14,16,17]. For all samples the mean crystallite size 
was found to be around 25 nm. 

Table 1. Lattice parameters, c/a ratio and crystallite sizes estimated from XRD patterns 

a (Å) c (Å) c/a Crystallite size 
(nm) 

La1.2Tb0.2Ca1.6Mn2O7 3.835(6) 19.050(0) 4.966(6) 22±1 
La1.2Dy0.2Ca1.6Mn2O7 3.838(9) 19.100(9) 4.975(6) 23±1 
La1.2Ho0.2Ca1.6Mn2O7 3.839(2) 19.094(7) 4.973(6) 27±1 
La1.2Er0.2Ca1.6Mn2O7 3.848(7) 19.141(4) 4.973(4) 24±1 

The magnetic properties of La1.2R0.2Ca1.6Mn2O7 with R = Tb, Dy, Ho, and Er 
perovskites were studied by analyzing the temperature dependence of the zero 
field cooling (ZFC) and field cooling (FC) magnetizations under a magnetic field of 
0.2 T (Fig. 2).  

The curves presented in Fig. 2 show a wide ferromagnetic transition, change 
in slope in the temperature range of 50 – 200 K. The Curie temperature, defined as 
the temperature corresponding to the maximum of |δM/δT|, is in the range 70 K to 
80 K for all samples, as it can be seen in the insets of Fig. 2. The wide ferromagnetic 
transition in double layered manganites is due to the appearance of short range 2D-
magnetic order at temperatures higher than the 3D-ferromagnetic transition 
temperature [1,18], which is also responsible for the non zero magnetization value at 
room temperature. For all investigated perovskites, a clear splitting between the ZFC 
and FC magnetizations can be observed at low temperatures with a maximum of the 
ZFC curve at about 35 K. The difference between the FC and ZFC curves can be 
explained by the surface driven spin frustration and disorder in nanoparticles [19-21] 
together with the anisotropy originating from layered structure. This is supported by 
the reduced values of the magnetization at 5 K, that do not reach saturation even in 
magnetic fields of 12 T, as shown in Fig. 3 for La1.2R0.2Ca1.6Mn2O7 with R = Tb, Dy, Ho, 
and Er. Also, the M(H) curves presented in Fig. 4 exhibit clear hysteresis at 5 K, which 
is diminishing with increasing temperature and is almost absent at 75 K. 
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Fig. 2. Temperature dependence of ZFC (open symbols) and FC (filled symbols) 
magnetizations in 0.2T. 

Fig. 3. M(H) curves at 5 K in magnetic fields up to 12 T. 



R. DUDRIC, G. SOUCA, F. GOGA

14 

Fig. 4. Magnetic field dependence of the magnetization at 5 K (left) and 75 K (right). 

Fig. 5 shows the temperature dependences of the magnetic entropy 
changes induced by a magnetic field change of 4 T for La1.2R0.2Ca1.6Mn2O7 with 
R = Tb, Dy, Ho, and Er, as determined from magnetization isotherms using equation 2. 
For all samples the magnetic entropy change has a significant value over a broad 
temperature range, with a maximum at temperatures close to the magnetic transition 
ones. 

Fig. 5. Temperature dependence of the magnetic entropy changes ΔSm for ΔH = 4 T. 
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The magnetocaloric properties of the investigated samples, including the 
RCP(S) values calculated by using equation 3, are presented in Table 2. The 
maximum values of |ΔSm| are rather small since the magnetization of the samples 
in 4 T is far from the saturation value, but the RCP(S) values are high due to the 
broadened magnetic entropy curves. 

Table 2. Magnetocaloric properties of La1.2R0.2Ca1.6Mn2O7 perovskites 

TC 
(K) 

Tmax 
(K) 

|ΔSMax| 
(J/KgK) 

δTFWHM (K) RCP(S) (J/kg) 

La1.2Tb0.2Ca1.6Mn2O7 72±1 67±1 0.38±0.01 131±1 50±1 
La1.2Dy0.2Ca1.6Mn2O7 76±1 71±1 0.45±0.01 127±1 57±1 
La1.2Ho0.2Ca1.6Mn2O7 80±1 73±1 0.35±0.01 131±1 46±1 
La1.2Er0.2Ca1.6Mn2O7 77±1 76±1 0.61±0.01 118±1 72±1 

CONCLUSIONS 

Nanocrystalline La1.2R0.2Ca1.6Mn2O7 with R = Tb, Dy, Ho, Er double layered 
manganites were successfully synthesized by a direct sol-gel method. The XRD 
analysis reveals that the partial substitution of La with smaller ions does not change 
the crystal structure and that the lattice contracts preferably in the c-direction rather 
than in the a-direction. The increased inter-layer lattice distortion leads to the 
reduction of the exchange interaction strength. The magnetic measurements show 
clear differences between FC and ZFC magnetizations at low temperatures for all four 
samples, which may be due to frustration of random competing ferromagnetic and 
antiferromagnetic interactions together with the anisotropy originating from layered 
structure. The magnetization at 4 K of La1.2R0.2Ca1.6Mn2O7 manganites with R = Tb, Dy, 
Ho, Er does not saturate even in magnetic fields of 12 T. This may be due to the 
absence of true long-range FM coupling in the nanocrystalline samples obtained by 
the sol-gel method for which the grain size is smaller than 30 nm. A moderate 
magnetocaloric effect was found for all samples, with the maximum entropy change 
located at temperatures near the magnetic transition ones. The high RCP(S) values 
together with the broadened magnetic entropy curves and the absence of magnetic 
hysteresis at temperature higher than 50 K suggest the possibility to use these 
materials for magnetic refrigeration devices. 
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INVESTIGATION OF THE PHYSICAL PROPERTIES OF  
MnNi(1-X)MX ALLOYS WHERE M=Ti, Al 

 

R. HIRIAN1, A. MERCEA1, V. POP1* 

 
ABSTRACT. Mn50Ni50-xMx, where M= Ti, Al and x=0, 2.5, 5 and 10, alloys with the L10 
crystal structure were successfully synthesized. The martensite type transformation 
was fond to be strongly affected by doping. Both x=10 samples show a spin glass 
type behavior while the sample doped with Al also shows large exchange bias. 

Keywords: hard magnetic materials, Mn based alloys, exchange bias, spin glass. 

 
 
INTRODUCTION 
 

Permanent magnets are crucially important for modern industry. The high 
energy product Nd2Fe14B and highly stable SmCo5 or Sm2Co17 based magnets permit 
the creation of highly compact devices, such as mobile phones and laptops, while also 
being excellent at delivering high performance for large applications such as wind 
turbines and electric vehicles [1-6]. However, the supply of rare-earth elements is 
tenuous and their extraction and processing has significant environmental impact, 
therefore a concerted scientific effort has been put forward in recent years towards 
developing magnetic materials from non-rare earth elements [4]. Amongst the 
proposed solutions are Mn based phases [2, 4], such as MnBi [7] and MnAl [8, 9], 
as they are low cost and present good magnetic properties. The useable 
magnetocrystalline anisotropy of these materials is given by the L10 crystal structure 
with high c/a ratio. In this work, we study the effect of doping on the L10 MnNi phase 
[10]. While this phase is antiferromagnetic, adequate doping may change the Mn-Mn 
distance leading to ferromagnetic coupling, similar to MnAl or MnBi. 
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EXPERIMENTAL 
 
The Mn50Ni50-xMx, where M=Ti, Al and x=0, 2.5, 5 and 10, alloys were 

produced by induction melting of the pure elements under purified argon 
atmosphere. The as-cast ingost were then placed in tantalum sample holders inside 
evacuated cuartz tubes and annealed at 1000 K for 48 h. In order to preserve 
formation of the high temperature structure, the samples were quenched in water. 

Crystalline structure of the produced material was investigated using X-ray 
diffraction (XRD), on a Bruker D8 Advance diffractometer equipped with a Cu Kα 
source. The lattice parameters were calculated from XRD patterns using the Celref3 
program. 

Differential scanning calorimetry (DSC) measurements were carried out on 
a TA-Instruments Q600 simultaneous thermal analysis instrument. Measurements 
were done in high purity Ar flow, with a heating and cooling rate of 20 oC/min. 

Thermomagnetic measurements were carried out on a Faraday-Weiss type 
magnetic balance, in the temperature range 300-900 K. 

Magnetization measurements, along with zero-field cooled (ZFC) and field 
cooled (FC) measurements up to room temperature, were carried out using a 
vibrating sample magnetometer produced by Cryogenics.  

 
 

RESULTS AND DISCUSSION 
 
In order to determine the annlealing temperature of the Mn50Ni50-xMx 

alloys, DSC measurements were carried out in the temperature range between 600 K 
and 1100 K, Figure 1. These measurements show a phase transition around 1000 K 
for the undoped MnNi phase. This transition corresponds to the martensitic 
transformation between the low temperature and high temperature MnNi phase 
[10, 11]. In the case of both Ti and Al doping, Figure 1a and 1b respectively, we can 
see that the martensitic transformation shifts to lower temperature as doping is 
increased. The transformations for the x=10 samples are shifted below the 
measurement range of the instrument, i.e. below 600 K. 

In order to obtain the L10 phase at room temperature, all samples were 
annealed for 48 h at 1000 K and quenched. 

The X-Ray diffraction patterns for the annealed and quenched alloys are 
given in Figure 2. In the case of Al doping, Figure 2b, the structure of the L10 MnNi 
alloys is maintained for all doping ammounts. Of note are the shifts in peak  
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possitions due to the variations of lattice parameters. In the case of Ti doping, 
Figure 2a, the majority phase is the L10 MnNi phase, however some impurity peaks 
can bee seen for x=2.5 and x=10, to the right of the very intense [101] peak. 

 

  
(a) (b) 

Figure 1. DSC curves for Mn50Ni50-xMx alloys, where M is Ti (a) or Al (b).  
Cooling curves are dashed. Exotherms are displayed as peaks. 

 
Figure 2. X-Ray diffraction patterns for the annealed and quenched  

Mn50Ni50-xMx alloys, where M is Ti (a) or Al (b). 
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The lattice paramenters for the doped alloys were estimated from XRD, 
using the space group P4/mmm, Table 1. For Al doping, the a parameter remains 
largely unchanged until x=10, when it contracts slightly. On the other hand, the 
MnNi cell is expanded on the c axis when Al is entered into the structure. This 
expansion cause an increase in the c/a ratio from 1.34 at x=0 to 1.40 at x=10. In the 
case of Ti doping, the same trend is observed, a significant contraction of the a 
parameter alongside an expansion of the c parameter for x=10. 

 
 

Table 1. Lattice parameters, estimated from XRD, for the annealed  
and quenched Mn50Ni50-xMx alloys, where M is Ti or Al. 

Composition a (Å) error c (Å) error c/a ratio 

x=0 2.641 0.008 3.534 0.003 1.34 

M=Al x=2.5 2.641 0.016 3.541 0.014 1.34 

M=Al x=5 2.655 0.005 3.557 0.004 1.34 

M=Al x=10 2.632 0.003 3.681 0.031 1.40 

M=Ti x=2.5 2.647 0.006 3.538 0.006 1.34 

M=Ti x=5 2.648 0.040 3.556 0.013 1.34 

M=Ti x=10 2.628 0.061 3.608 0.057 1.38 

 
 
Thermomagnetic measurements (Figure 3) are in accordance with the 

DSC measurements, with magnetic transitions associated with the structural 
transformations, being measured around 900 K and 800 K for the samples  
with x=2.5 and x=5 respectively. It should be noted, that the thermomagnetic 
measurement range is larger than that used in DSC, Figure 1, therefore all of the 
phase transitions can be investigated. The Ti and Al doping at x=10 reduces the 
phase transition temperature to aproximately 400 K. In all cases, for the magnetic 
transitions, hysteresis is observed, which can be explained by the thermodynamics 
of phase transitions, specifically the undercooling and superheating imposed by the 
germination process. 
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(a) (b) 

Figure 3. Thermomagnetic measurements in small applied magnetic field,  
between 300 K and 900 K, for the annealed and quenched  

Mn50Ni50-xMx alloys, where M is Ti (a) or Al (b). 
 
 
ZFC and FC curves for the x=10 alloys are shown in Figure 4. For the Ti doped 

alloy, Figure 4a, we see a large diffrence between the FC and ZFC curves, at low 
temperatures. The blocking temperature for these alloys is close to 70 K. In the case 
of Al doping, Figure 4b, while we still see a large difference between the ZFC and 
FC curves, the blocking temperature is much higher, around 140 K. At room 
temperature, a small peak appears, possibly a Neel temperature. Moreoever, this 
feature seems to show signs of thermal hysteresis. In the case of Al doping, similar 
low temperature features were observed to be due to a spin glass type behaviour 
[12]. Due to the similarity of the behaviour and composition, we may suspect that 
there is possible spin glass behaviour in the Ti doped sample as well.  
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(a) (b) 

Figure 4. ZFC and FC curves concatenated with high temperature  
measurements (HT) for the annealed and quenched  

Mn50Ni40M10 alloys, where M is Ti (a) or Al (b). 
 
 

Magnetization measurements for the x=10 samples are given in Figure 5. 
The samples measured at 4 K have been field cooled. Measurements at 4 K, for the 
Al doped sample (Figure 5b) show the existence of a large exchange bias, typical of 
the coexistence of ferromagnetic and antiferromagnetic interactions. The exchange 
bias disappears at high temperature, 300 K and 500 K. At elevated temperature, 
although the behaviour seems largely paramagnetic, the slight change in slope 
around 0 T indicates the presence of some non-compensated negative magnetic 
interaction.  

The analysis of the magnetization curves is also similar to that of Ti doping 
at high temperature (Figure 5a) however the exchange bias seen at 4 K in the case 
of Al doped samples completely disappears when doping with Ti. At higher 
temperatures, the Ti doped samples show some magnetic order, likely due to 
uncompesate negative magnetic interactions. 
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(a) (b) 

Figure 5. Magnetization measurements at 4 K, 300 K and 500 K, for the annealed and 
quenched Mn50Ni40M10 alloys, where M is Ti (a) or Al (b). 

 
 
 
CONCLUSIONS 
 
 Mn50Ni50-xMx, where M= Ti, Al and x=0, 2.5, 5 and 10, alloys with the L10 
crystal structure were successfully synthesized. Both Ti and Al doping produces 
distorsions of the L10 MnNi lattice. At doping amounts of x=10, the c/a ratio is 
significantly increased.  
 Doping also lowers the martensite transformation temperature, from 900 
K for x=0 to 400 K for x=10.  
 In the case of Mn50Al40M10 alloys, for both M=Ti and M=Al doping, the 
samples show a spin glass type behaviour at low temperatures. 
 The Mn50Al40Al10 alloys show a large exchange bias at low temperatures. 
This feature is absent in the Ti doped sample. 
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MAGNETIC PROPERTIES OF (Fe,Co)5SiB2 ALLOYS BY W DOPING 
 

R. HIRIAN1*, V. POP2, O. ISNARD2,3, D. BENEA1 

 
ABSTRACT. The intrinsic magnetic properties (magnetic moments, magneto-
crystalline anisotropy, Curie temperatures) of the Fe5-x-yCoyWxSiB2 alloys have been 
calculated using the spin-polarized relativistic Korringa-Kohn-Rostoker (SPRKKR) 
band structure method. Our calculations show that for several compounds with  
x ≥0.5, the magnetocrystalline anisotropy energy (MAE) became axial. Also, theoretical 
calculations for Fe4WSiB2 compound found a magnetization decrease (with  
about 20%), a Curie temperature decrease of about 30% but an increased axial 
magnetocrystalline anisotropy compared with the corresponding values for Fe5SiB2. 
Several Fe5-xWxSiB2 alloys (x = 0, 0.1, 0.2, 0.5, 1) have been prepared by arc melting 
of corresponding high purity elements in Ar controlled atmosphere. Composition 
analysis of the Fe5-xWxSiB2 alloys found an impurity phase along with the tetragonal 
I4/mcm phase of pure Fe5SiB2. The magnetic measurements found the decrease of 
the magnetization any significant increase of the coercivity due to W doping.  

Keywords: ab-initio calculations, B. magneto-crystalline anisotropy, C. magnetization, 
D. rare earth free magnets. 
 
 
 

INTRODUCTION 
 
Magnetic materials are main components of many devices, and their 

development, impact and innovation are crucial on raising energy efficiency in 
many economic sectors. Permanent magnets are used widely in advanced technologies 
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including electric vehicles, memory devices, electric motors, windmills, transportation, 
magnetic levitation or biomedical devices (including magnetic resonance imaging 
machines, pacemakers, heart pumps, etc.). A route to build performant magnets with 
lower prices is to develop rare-earth-free magnets that can fill in the gap between 
the chip hard ferrite and high performant by expensive rare-earth magnets [1]. 

A promising class of materials which can be explored is based on Fe5SiB2 
alloy, due to their intrinsic properties (Tc > 800 K, Ms ~ 9 µB/f.u. and K1~-0.30 MJ/m3). 
According to our previous studies [2], the magnetization decreases at 1.46 µB/f.u. 
in Co5SiB2 alloys. Also, the Curie temperature is reduced by Co for Fe substitution [2]. 
The magnetocrystalline anisotropy energy (MAE) is negative for Fe5SiB2, but its 
absolute magnitude decreases by Co for Fe substitution. To build performant permanent 
magnets, the materials should have (i) ferromagnetic ordering with a high Curie 
temperature, (ii) large saturation magnetization and (iii) a strong magnetic anisotropy 
of the easy-axis type [3], first two conditions being fulfilled by Fe5SiB2 alloy. The Co 
for Fe substitution in Fe5-x-yCoyWxSiB2 is able to turn the sign of MAE from negative 
to positive for 1.5 ≤ y ≤ 2.5, enabling an axial easy magnetization axis for the 
corresponding alloys [2]. On the other hand, previous studies [4] showed that doping 
of Fe5PSi2 alloy with a 5d element would induce a strong uniaxial anisotropy, allowing 
to build a semi-hard magnet which can be used in nanocomposite magnetic materials. 
In the present study the W doping of the Fe5-yCoySiB2 alloys has been considered, 
accounting for both axial anisotropy of the alloys with 1.5 ≤ y ≤ 2.5 as well as for the 
strong spin-orbit coupling of the 5d element which could enhance the axial anisotropy 
of the W doped alloys. Theoretical and experimental studies on the structural and 
magnetic properties of Fe5-x-yCoyWxSiB2 alloys are presented in the following.  

 
 

COMPUTATIONAL AND EXPERIMENTAL DETAILS 
 
Spin-polarized fully relativistic Korringa-Kohn-Rostoker (SPRKKR) band 

structure method has been used for theoretical calculations [5]. The exchange and 
correlation effects have been accounted for by means of the generalized gradient 
approximation with the parametrization of Perdew et al. (GGA-PBE) [6]. The k-space 
integration was performed using the special points method [7]. The substitutional 
disorder in the system has been treated within the Coherent Potential Approximation 
(CPA) theory [8]. The study of the magnetic anisotropy has been performed by 
magnetic torque calculations acting on the magnetic moment mі����⃗  of the atomic site i, 
oriented along the magnetization direction 𝑀𝑀��⃗  [9,10]. The component of the magnetic  
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torque with respect to axis 𝑢𝑢�  is 𝑇𝑇𝑢𝑢�(𝜃𝜃,𝜑𝜑) = −𝜕𝜕𝜕𝜕(𝑀𝑀(�����⃗ 𝜃𝜃,𝜑𝜑))/𝜕𝜕𝜃𝜃, where θ and ϕ are 
the polar angles. The magnetic torque and the energy difference between the in-plane 
and out-of-plane magnetization directions are related by a special geometry. By setting 
the angles to θ = π/4 and ϕ = 0, the calculated magnetic torque is 𝑇𝑇𝑢𝑢�(𝜋𝜋/4,0) =
𝜕𝜕[100] − 𝜕𝜕[001] [10]. A complementary approach to investigate the magnetic 
behaviour of is based on the classical Heisenberg Hamiltonian described by the 
expression:  

ji
ij

ijex eeJH ˆˆ ⋅−= ∑ , 

where the summation is performed on all lattice sites i and j and ji ee ˆ/ˆ are the unit 

vectors of magnetic moments on sites i and j, respectively. The Jij exchange coupling 
parameters for all magnetic atoms have been calculated as a function of distance 
using the expression derived by Liechtenstein [11] based on the magnetic force 
theorem. The Curie temperatures have been derived using the Jij exchange coupling 
parameters within the mean field approach [11,12], 

𝑇𝑇𝑐𝑐
𝑟𝑟𝑟𝑟𝑢𝑢𝑟𝑟ℎ−𝑀𝑀𝑀𝑀𝑀𝑀 =

2
3𝑘𝑘𝐵𝐵 

�𝐽𝐽0𝑖𝑖 ,
𝑖𝑖

 

where 𝐽𝐽0𝑖𝑖 is the exchange-coupling parameters sum over all coordination shells up 
to 15 Å around lattice site i. 

The synthesis of the polycrystalline Fe5-xWxSiB2 alloys (x = 0, 0.1, 0.2, 0.5, 1) 
alloys has been performed following the arc melting procedure described 
elsewhere [2] starting from high purity elements (99.999% Fe, 99.99% Si, 99.5% W, 
99.7% B), under high purity Ar atmosphere. Each sample was turned and re-melted 
several times, to ensure homogeneity. 

The crystalline structure of the samples was investigated by X-Ray diffraction 
(XRD), using a Bruker D8 Advance diffractometer equipped with a Cu Kα radiation. 
The phase content of the annealed alloys was determined using the Rietveld 
method. In order to compare the data recorded with different wavelengths, the XRDs 
are plotted versus 1/dhkl. The lattice parameters of the different samples were 
determined using the Celref 3 software [13] from least square measurements taking 
all the Bragg peaks observed into account. Magnetization measurements were 
carried out using a VSM magnetometer in applied field of up to 4 T (4 K – 300 K). 
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RESULTS AND DISCUSSIONS 
 
The electronic band structure calculations for the Fe5-x-yCoyWxSiB2 (x = 0.0, 

0.15, 0.25, 0.5, 1.0; y = 0.0, 1.0, 1.5 and 2.0;) in tetragonal structure (space group 
I4/mcm) using the experimental lattice parameters [2, 14] have been performed. 
The lattice constants of the W-doped alloys have been evaluated using the 
experimental lattice constants [2,14,15] and considering their linear dependence 
with W content x. The random occupation of W atoms of the 4c and 16l crystal sites 
has been considered. Calculated magnetic moments (in Bohr magnetons µB) for the 
Fe5-x-yCoyWxSiB2 (x = 0, 0.15, 0.25, 0.5, 1.0 and y = 0, 1.0, 1.5 and 2.0) are shown in 
Table 1.  

According to our calculations, Fe5SiB2 alloy is ferromagnetic with a total 
magnetic moment of 9.24 µB/f.u., in plane easy axis with the calculated anisotropy 
constant K1 = -0.206 meV/f.u.. The Curie temperature calculated by mean field 
approach is 1140 K. As the mean field method is known to overestimate by ~20% 
the Curie temperature values, the estimated Tc would be comparable with the 
experimental value of 850 K [2].  

 
Table 1. Calculated magnetic moments, MAE constant K1 and the estimated  

Curie temperature for the Fe5-x-yCoyWxSiB2 alloys (x = 0.0, 0.15, 0.25, 0.5, 1.0; y = 0.0,  
1.0, 1.5 and 2.0). Preferential occupation of W for 4c sites has been considered 

 lattice const. a,c (Å) ms (µB/f.u.) ml (µB/f.u.) K1 (meV/f.u.) Tc (K) 

Fe5SiB2 5.5446; 10.336 9.03 0.215 -0.206 1140 

Fe3.5Co1.5SiB2 5.5174; 10.2464 6.92 0.20 -0.05 761 

Fe4WSiB2 5.6425; 10.4744 7.75 0.22 0.218 747 

Fe3.35Co1.5W0.15SiB2 5.5505; 10.2413 6.35 0.187 -0.05 638 

Fe3.25Co1.5W0.25SiB2 5.559; 10.255 6.70 0.20 -0.055 509 

Fe3.5CoW0.5SiB2 5.59 ;10.33 6.88 0.20 -0.038 545 

Fe3.0Co1.5W0.5SiB2 5.5834; 10.29 6.14 0.20 0.024 408 

Fe2.0Co2.0WSiB2 5.63; 10.32 4.81 0.18 0.105 210 

Fe3.0CoWSiB2 5.6376; 10.3942 6.28 0.20 0.067 414 

 
 

As can be seen in Table 1, Co doping in Fe5SiB2 reduces the total magnetic 
moment and the Curie temperature of the alloys, as shown in our previous experimental 
and theoretical investigations [2]. Also, Co doping up to y = 1.5 reduces the absolute 
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value of the anisotropy constant K1 to -0.05 meV/f.u.. On the other hand, by W for 
Fe substitution the anisotropy is turning to axial in Fe4WSiB2 with K1 value of 0.218 
meV/f.u, corresponding to 0.22 MJ/m3. This improved anisotropy is accompanied 
by a decrease of total magnetic moment (8.97 µB/f.u.) and a lower Curie temperature 
(747 K). If the W doping is performed in the Fe3.5Co1.5SiB2 alloy which has small 
negative value of K1, the anisotropy is negative up to y = 0.5. Unfortunately, 
increasing the W content with x > 0.5 in Fe5-x-yCoyWxSiB2 (y = 1.0, 1.5 and 2.0) would 
induce a strong decrease of Tc. 

For Fe2.0Co2.0WSiB2 which has axial anisotropy (K1 = 0.105 meV/f.u.), the 
Curie temperature is under room temperature and in this way, the obtained magnet 
would not be able to operate in a reasonable temperature range. In conclusion, the 
theoretical study proposes Fe4WSiB2 alloy as possible candidate for permanent 
magnet applications due to its increased anisotropy and relatively high values of 
Curie temperature and total magnetic moment.  

The XRD patterns for the Fe5-xWxSiB2 alloys (x=0.1, 0.2, 0.5 and 1.0) 
presented in Fig. 1 show the presence of tetragonal phase (I4/mcm space group) in 
all obtained samples. However, for higher W content (x > 0.5) one can see a mixture 
of phases within the samples. Also, the thermomagnetic measurements found no 
trace of free Fe in all samples. The lattice constants obtained by refining the XRD 
patterns from Fig. 1 are shown in Table 2. 

 

 
Fig. 1. The XRD patterns for the Fe5-xWxSiB2 alloys (x=0.1, 0.2, 0.5 and 1.0).  

The computed XRD pattern for Fe5SiB2 is shown for comparison. 
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Table 2. Lattice constants determined experimentally  
for the Fe5-xWxSiB2 alloys 

x 
Lattice constants (Å) 

a c 

0.1 5.54(2) 10.31(2) 

0.2 5.53(2) 10.28(2) 

0.5 5.52(2) 10.26(2) 

1.0 5.54(2) 10.37(2) 
 

The thermomagnetic measurements for the Fe5-xWxSiB2 alloys by heating 
(a) and by cooling (b) are shown in Fig. 2. By heating, the presence of three different 
magnetic phases can be evidenced, whilst by cooling only two magnetic phases are 
present. One of them is the Fe5SiB2 phase type with Curie temperatures between 
768 (for x = 0.5) and 850 K (for x = 0.1) and the other is a magnetic impurity phase 
with Curie temperatures between 503 and 553 K, as can be seen in Fig. 2b and Fig. 3. 

 

 
(a) 

 
(b) 

Fig. 2. Temperature dependence of the magnetization for the Fe5-xWxSiB2 alloys  
by (a) heating and (b) cooling of the samples. 
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Fig. 3. Composition dependence of the Curie temperatures for the Fe5-xWxSiB2 alloys. 
The Curie temperatures of the impurity sample are shown by full squares. 

 

(a) (b) 
Fig.4. (a) Magnetic hysterezis curves measured at 4 K for the Fe5-xWxSiB2 alloy  

and (b) hysterezis curves around the origin for the same system. 

The Curie temperatures evolution vs. W content x (Fig. 3) shows that both 
phases contain Fe and W. The partial substitution of Fe with W reduces the Curie 
temperature of the corresponding Fe5SiB2-doped phases. Accounting for the Curie 
temperature evolution in the Fe-Si phases [16], the impurity phase is supposed to 
be the solid solution of Si+W in Fe (α1 phase).  
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The hysterezis curves obtained by magnetic measurements (Fig. 4) show a 
fast saturation of the samples with low W content as well as an anisotropy increase 
by increasing the W content x. The details of the hysterezis curves around the origin 
show a low coercivity of the measured samples. Magnetic measurements of the 
alligned mono-domanines samples would offer a better image on the sample 
coercivity. Also, the improvement of the present study is intended by using more 
complex preparation methods, by mechanical alloying or fast cooled ribbons, in 
order to diminish the impurity phases percentage. 

 
 

CONCLUSIONS 
 
Theoretical studies on the Fe5-x-yCoyWxSiB2 alloys show the decrease of total 

magnetic moment and Curie temperatures of the alloys by increasing W content x. 
Also, the theoretical calculated MAE turns from planar for Fe5SiB2 alloy to axial for 
Fe4WSiB2 and for Fe5-x-yCoyWxSiB2 alloys with W content x > 0.5. The experimental 
investigations show that the samples are mixed phases for magnetic alloys of 
interest (axial anisotropy, x > 0.5). The experimental measured magnetizations and 
Curie temperatures show agreement with the corresponding theoretical calculations. 
The improvement of intrinsic magnetic properties for Fe5SiB2 alloys by W doping in 
the investigated doping range is reduced due to the phase mixture appearance. 
Still, the intrinsic properties of the W doped Fe5-yCoySiB2 alloys might be improved 
by reduction of the impurity phase, which can be obtained using more complex 
preparation methods. 
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CONDUCTANCE OF AN ONE AND DOUBLE-LEVEL  
QUANTUM DOT 

I. GROSU1

ABSTRACT. We analytically study the expression of the electric charge current through 
a two-terminal quantum dot in the linear response approximation. We analyse the 
one-level and the two-level quantum dot scaled conductance taking into account 
the relevant parameters. We also present the results for the conductance in the 
Sommerfeld approximation. 

Keywords: Electrical conductance, Quantum dots, Linear response. 

I. INTRODUCTION

The transport of electric charge through solids has been studied for many 
decades with the aim of finding new analytical results as well as important 
experimental applications [1]. The dimensionality effects can strongly affect the 
properties of the materials, in particular the electrical conduction [2]. These effects 
also change the thermoelectric properties of the materials [3]. Here the quantum 
coherence effects are more important than the general properties of a bulk material 
[4-6]. The main ingredient in the description of transport phenomena in these 
materials is the transmission function 𝑇ሺ𝜀ሻ[7,8]. It contains microscopic information 
about the sample and its connections with the leads. In this paper we analyse the 
charge current response of a quantum dot in contact with two particle reservoirs. 
First we will analyse the single-level quantum dot case with symmetric coupling ሺ𝛾ሻ to the leads. Then we will study the current conductance of a double-level 
quantum dot with 𝑡the coupling strength between the two levels of the quantum 
dot. 
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II. MODEL 
 
The transport theory, in the case of thermoelectric phenomena, allows the 

determination of the electrical conductance through the expression [7] 𝐺 = 𝑒ଶ𝐿                                                              (1) 

where 𝑒 is the electron charge, and 𝐿 is the quantity 𝐿 = ଵ  𝑑𝜀𝑇(𝜀)(ିడಷವడఌ )ஶିஶ                                               (2) 

Here ℎ  is the Planck’s constant, 𝑇(𝜀) the transmission function, and 𝑓ி is 
the Fermi-Dirac distribution function defined as (𝜇 = 0, 𝜇  is the chemical potential). 𝑓ி = ଵ(ഄ ೖಳ⁄ )ାଵ ≡ ଵଶ − ଵଶ tanh( ఌଶಳ்)                         (3) 

where 𝑘 is the Boltzmann’s constant, and 𝑇 the temperature. With the new 
variable 𝑧 = 𝜀 𝑘⁄ 𝑇, 𝐿 becomes 𝐿 = ିଵ  𝑑𝑧𝑇ஶିஶ (𝑘𝑇𝑧) డಷವ(௭)డ௭                                         (4) 

For accurate analytical calculations we express the Fermi-Dirac function 
through the series [9] 𝑓ி(𝑧) = ଵଶ − ∑ ଵ௭ିଶగ(ାభమ)ஶୀିஶ                                          (5) 

Now we will use equations (4) and (5) in order to calculate first the scaled 
(𝐺 𝑒ଶ⁄ ) conductance of a single level quantum dot [10]. In this case the transmission 
function is given by 𝑇(𝜀) = ఊబమ(ఌିఌబ)మାఊబమ                                                    (6) 

which, with the 𝑧 variable, can be rewritten as 𝑇(𝑘𝑇𝑧) = 2ℜ[ఊబ෦ଶ ଵ௭ିఌబ෦ାఊబ෦]                                          (7) 

where: 𝛾෦ = 𝛾 𝑘⁄ 𝑇, and 𝜀 = 𝜀 𝑘⁄ 𝑇 𝑣 are scaled quantities. With these 
results: 𝐿 = ିఊబ෦ ℜ[𝑖 ∑  𝑑𝑧ஶିஶ ଵ௭ିఌబ෦ାఊబ෦ ଵ[௭ିଶగ(ାభమ)]మ]                         (8) 

The integral in equation (8) is carried by closing the integration path in the 
upper complex plane to obtain [11] ିଵଶగ(ା)మ ;𝑛 = 0,1,2, …                                                (9) 
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where: 𝑎 = ଵଶ + ଶగ (𝜀 − 𝑖𝛾 )                                                  (10) 

Using the fact that 𝜓(ଵ)(𝑎) = ∑ ଵ(ା)మஶୀ                                                   (11) 

is the trigamma function [12], the scaled conductance will be 𝐿 = ఊబ෦ଶగℜ𝜓(ଵ)(ଵଶ + ఊబ෦ଶగ + 𝑖 ఌబ෦ଶగ)                                         (12) 

an exact analytical result [11]. 
The second case we analyse is the two-levels quantum dot case. Here the 

transmission is given by [10] 𝑇(𝜀) = ఊబమ(ఌିఌబି మഄషഄభ)మାఊబమ                                            (13) 

Following steps similar to the first case we will have 𝐿 = ିఊబ෦ ℜ[𝑖 ∑  𝑑𝑧ஶିஶ ଵ௭ିఌబ෦ି మ෪షഄభ෦ାఊబ෦
ଵ[௭ିଶగ(ାభమ)]మ]                  (14) 

If the tunneling parameter between levels (𝑡) is small, 𝐿is reduced to 𝐿 = ିఊబ෦ ℜ[𝑖 ∑  𝑑𝑧ஶିஶ ௭ିఌభ෦(௭ି௭భ)(௭ି௭మ) ଵ(௭ି௭)మ]                              (15) 

where 𝑧ଵ = [𝜀 + ௧మ෪ఌ(ఌ)మାఊబమ෪] − 𝑖𝛾 [1 − ௧మ෪(ఌ)మାఊబమ෪] ≡ 𝑐 − 𝑖𝑑                          (16) 

𝑧ଶ = [𝜀ଵ − ௧మ෪ఌ(ఌ)మାఊబమ෪] − 𝑖 ఊబ෦௧మ෪(ఌ)మାఊబమ෪ ≡ 𝑎 − 𝑖𝑏                                 (17) 𝑧 = 2𝜋𝑖(𝑛 + ଵଶ)                                                    (18) 

and Δ𝜀̃ = 𝜀 − 𝜀ଵ . After performing the contour integration and the summation we 
obtain 𝐿 = ଶగఊబ෦ ℜ(𝑆ଵ − 𝑆ଶ − 𝑆ଷ)                                              (19) 

Here, 𝑆ଵ = ଶగ ట(ഏశశమഏ )ିట(ഏశ್శೌమഏ )ିା(ିௗ)                                     (20) 
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𝑆ଶ = 14𝜋ଶ 1[𝑐 − 𝑎 + 𝑖(𝑏 − 𝑑)]ଶ ሼ[𝑑ଶ − 𝑐ଶ + (𝜀ଵ + 𝑎 + 𝑖(2𝑑 − 𝑏))𝑐 − (𝑏 + 𝑖(𝜀ଵ + 𝑎))𝑑 − (𝑎 − 𝑖𝑏)𝜀ଵ ]𝜓(ଵ)(గାௗାଶగ )−2𝜋(𝑏 + 𝑖(𝑎 − 𝜀ଵ ))[𝜓(గାௗାଶగ ) − 𝜓(గାାଶగ )]ሽ      (21) 

and  𝑆ଷ = 𝑆ଶ(𝑑 → 𝑏; 𝑐 → 𝑎; 𝑎 → 𝑐; 𝑏 → 𝑑), and 𝜓(𝑧) is the digamma function. In 
Fig.1, we plot the temperature dependence of the scaled conductance for the one-
level and for the two-levels quantum dot. 

 
Fig. 1. Scaled conductance as function of temperature. The line correspond to the two-levels 

quantum dot, and the dashed-dotted line correspond to the one-level quantum dot,  
for the following parameters: 𝛾 = 20𝐾 𝑇⁄ , 𝜀 = 30𝐾 𝑇⁄ , 𝜀ଵ = 5𝐾 𝑇⁄ , 𝑡 = 5𝐾 𝑇⁄ ,  

and for ℎ = 1. 

In the case when 𝑡 = 0 the result (19) reduces to the previous result given 
by eq. (12). 

 
 

A. SOMMERFELD EXPANSION 
 
In this section, we will give approximate results of the conductance valid in 

the low temperatures region. For the one-level quantum dot we will approximate 
the trigamma function (for large 𝑧), according to the relation: 
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𝜓(ଵ) ቀଵଶ + 𝑧ቁ = ଵ௭ − ଵଵଶ௭య …                                             (22) 

Using (22) with 𝑧 = (𝛾 + 𝑖𝜀) 2⁄ 𝜋𝑘𝑇, 𝐿given by eq.(12) will be 𝐿 ≃ ଵ ఊబమఊబమାఌబమ [1 − (గಳ்)మଷ ఊబమିଷఌబమ(ఊబమାఌబమ)మ]                                   (23) 

In a similar way, for the two-levels quantum dot, the Sommerfeld expansion is: 𝐿 = ଵ ఊబమ(ఌబିమഄభ)మାఊబమ [1 + (గಳ்)మଷ ⋅ 𝑅]                                   (24) 

with 

𝑅 = ସ(ఌబିమഄభ)మ(ଵାమഄభమ)మ[(ఌబିమഄభ)మାఊబమ]మ − ଵାమమഄభమ ାయరഄభర ିమమഄబഄభయ(ఌబିమഄభ)మାఊబమ                               (25). 

Higher values of 𝑡(up to a limit of it) lead to increased values of the 
conductance (in the low temperatures limit), as one can see in Fig.2. 

 

 
Fig. 2. Scaled conductance as function of temperature in the Sommerfeld approximation  

for the two-levels quantum dot. The line correspond to 𝑡 = 5, and the dashed-dotted line 
correspond to 𝑡 = 0. The parameters are: 𝜀 = 30, 𝛾 = 20, 𝜀ଵ = 5, and ℎ = 𝑘 = 1. 
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B. HIGH-TEMPERATURES EXPANSION

Here we will analyse only the one-level quantum dot case. In the high 
temperatures limit the trigamma function (for small 𝑧) is approximated as 𝜓(ଵ) ቀଵଶ + 𝑧ቁ = గమଶ − 14𝜁(3)𝑧 + గర௭మଶ …    (26) 

Using eq.(12) the main contribution to the conductance, in this case, will be 𝐿 ≃ గఊబସಳ் (27) 

in agreement with the plot from Fig. 1. 

III. CONCLUSIONS

We analytically calculate the electrical conductance of an one-level and 
double-level quantum dot. These obtained results are useful for the study of 
thermoelectric effects in mesoscopic structures. The differences in the temperature 
dependence of the conductance for one-level and for two-levels quantum dot are 
highlighted. The difference are substantial at low temperatures, while at high 
temperatures they are insignificant. At low temperatures, the tunneling effects 
between the levels in the dot (for the two-levels quantum dot) and the quantum 
interference effects leave a significant mark on the conductance. At high temperatures, 
the quantum effects are erased by the thermal effects, and the conductance is 
similar in both cases. We also obtained Sommerfeld expansion results for the 
quantum dot conductance. These results are valid in the low temperatures limit. As 
one see from Fig. 1 and Fig. 2, the results of the Sommerfeld approximation deviate 
significantly from the exact results, as the temperature increases and, for the 
parameters used, the results of the approximation are valid only at extremely low 
temperatures. 
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STRUCTURE AND MORPHOLOGY OF ZnO FILMS CO-DOPED 
WITH AL AND RARE EARTH DEPOSITED  

BY SPRAY COATING TECHNIQUE 

M. TOMA1, D. MARCONI1,2, C. LUNG1*, M. POP3, A. POP1

ABSTRACT. In this work, the influence of co-doping with Al and rare earth ions (RE= 
Er, Gd, Nd) on the structure and morphology of zinc oxide (ZnO) films is presented. 
Spray coated thin films were obtained using a mixture of nitrate substances diluted 
in equal quantities of distilled water and ethanol. The coated films were deposited 
on quartz glass and Si(100) substrates using a constant concentration of 0.15M, a 
temperature of 210ºC, pressure of 2 bar and 10 minutes time of deposition. After 
this step, the coated films were annealed at 3 different temperatures (600ºC, 
800ºC and 1000ºC) for 5 minutes each. The influence of dopant and annealing 
treatment upon crystallographic structure of the films was analyzed by X-ray 
diffraction (XRD). Microstructural and surface analysis from scanning electron 
microscopy (SEM) and AFM measurements evidenced that the type of doping and 
the annealing treatment modify the surface morphology of the films.  

Keywords: spray coating technique, AZO-RE thin films, XRD, SEM, AFM. 

INTRODUCTION 

Metal-oxide thin-film transistors (TFTs) have shown increasing utilization 
in a wide range of applications. Zinc oxide (ZnO) is one of the most interesting 
transparent and conducting oxide (TCO) due to its electro-optical properties, large 
band gap, abundance in nature and high electrochemical stability. It has an n-type 
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electrical conductivity and it is transparent to visible light. These advantages are of 
considerable interest for practical applications such as, gas sensors [1,2], piezoelectric 
devices and many others. With a proper choice of dopant atoms, the luminescence 
properties of ZnO films can be changed. By introducing Al atoms as dopants, the 
defect environment is changed whether these atom substitutes the zinc atom or it 
occupies the interstitial site. Al doping is expected to change the optical and 
electrical properties of ZnO films. To improve morphological, structural, electrical 
and optical properties, we decided to use rare earth dopants. In accordance to 
literature these type of dopants can increase electrical conductivity and form more 
uniform structures in thin films. Furthermore, different techniques have been applied 
to obtain ZnO nanostructured thin films such as RF magnetron sputtering [3], chemical 
vapor deposition [4], pulse laser deposition [5], spray pyrolysis [6], sol-gel process [7], 
etc. Among these techniques, spray coating techniques is frequently used because 
of its inexpensive equipment, reproducibility and simplicity to deposit large area, 
excellent control of chemical uniformity and stoichiometry and possibility of 
microprocessor based spraying. In a spray pyrolysis process, reaction temperature is a 
basic operating variable. In addition, solution properties such as precursor composition, 
concentration, or the addition of a co-solvent may be crucial to achieve the desired 
product composition and morphology [8,9]. Spray coating has been developed as a 
powerful tool to synthesize various Al-doped ZnO thin films [10-13] and RE doped 
ZnO [14-18]. Considering the numerous studies done on aluminum and rare earth 
doped ZnO by spray coating technique, to our knowledge has not used this method 
for synthesis of ZnO films co-doped with (Al + RE). 

In this research, we describe a spray coating method to obtain ZnO films 
co-doped with Al+RE (RE= Er, Gd, Nd) and to study the effect of processing parameters 
such as annealing temperature on the structure and morphology of samples. 

 
 

RESULTS AND DISCUSSION 
 
Figure 1 shows the XRD pattern of ZnO films co-doped with Al and RE = 

Er,Gd,Nd (further AZO doped with RE), deposited on quartz glass, and annealed at 
three different temperatures (600ºC, 800ºC, 1000ºC). The vertical lines in the image 
show the position of peaks for crystallographic planes with (hkl) for: ZnO –green 
lines, Al2O3-blue vertical lines, RE oxide Re2O3 – red vertical lines. All the marked 
diffraction peaks of ZnO in Fig. 1 can coincidently be indexed by the known hexagonal 
standard ZnO. The crystallographic phase of doped ZnO belongs to the wurtzite-
type ZnO. Diffraction peaks correspond to (100), (002), (101), (102), (110), (103) 
and (112) planes of wurtzite ZnO, confirming that all the polycrystalline films are 
randomly oriented. For ZnO film codoped with Al and Er (AZO –Er doped film in fig. 1),  
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Fig. 1. XRD patterns for AZO film doped with Er,Gd,Nd, deposited on quartz glass 
substrates and annealed at 3 temperatures (600ºC, 800ºC ,1000ºC). 

 
the relatively high intensity of the (101) peak is indicative of anisotropic growth and 
implies a preferred orientation. The peak intensities (100), (002) and (101) and  
the linewidth increased with increasing annealing temperature. The increase of 
linewidth suggests that the crystallinity of films is affected by the stresses because 
of the difference in ion radius size between zinc and the dopant (Al and Er) and the 
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segregation of dopants in grain boundaries. Furthermore, Gd-doped AZO thin films 
reveal a pronounced amorphous structure for the films deposited on quartz glass, 
XRD of the AZO-Nd doped film show an amorphous structure, but the presence of 
(100), (002) and (101) peak evidenced the presence of crystalline phase. For film 
obtained by using annealing temperature t=1000ºC, the intensity of (002) peak 
increases comparatively with the films obtained for t=600, 800ºC.  
 

   

 

    
 

Fig. 2. XRD patterns for AZO-RE (RE=Er,Gd,Nd) thin films deposited on Si(100) substrates 
and annealed at three temperatures (600ºC, 800ºC, 1000ºC). 
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XRD results show significant differences between the films deposited on 
two types of substrates. Si(100) substrate and quartz glass substrate differently 
influenced the growth of films, and crystallographic plane orientation, respectively. 
Therefore, for films deposited on Si(100) substrate the intensity of (002) peak is 
higher and more evident than for thin films deposited on quartz glass substrates. 
The c-axis epitaxy is influenced by the type of RE ion and annealing temperature. 
For Er doped AZO film, the relatively high intensity of the (200) peak comparatively 
with (101) and (102), suggests the anisotropic growth with a preferred c-axis 
orientation. For Gd and Nd doped AZO films deposited on the Si(100) substrates 
the c-axis epitaxy is higher that for Er doped AZO film, and is influenced by substrate 
temperature. For Gd doped film, the higher intensity for (002) peak was obtained 
for the annealing temperature of 600ºC and for Nd-doped films for the annealing 
temperature of 800ºC, respectively. Nevertheless, the films show a good c-axis 
orientation, corresponding to vertical growth with respect to Si(100) substrate. This 
preferred orientation is due to the minimal surface energy of the (002) plane that 
corresponds to the dense packed plane of the ZnO hexagonal structure. The value 
of lattice constant, c is calculated from the XRD data and is given in Table 1. It is 
observed that the c-axis length is influenced by the type of RE dopant, but it does 
not change much with the increase of annealing temperature. It was observed that 
doping of AZO with RE ions lead to the c-axis length decreases. Responsible for the 
decrease in the c-axis length was the induced cationic vacancies created by Nd3+ 
doping in the ZnO host matrix [15]. Similar c-axis variations were also reported in 
Er doped ZnO [19] and Ce doped ZnO [20]. The influence of annealing temperature 
on the stress along the c-axis direction for codoped ZnO films deposited on Si(100) 
substrate was investigated. By using the biaxial strain model, for the hexagonal 
lattice of ZnO, the stress (σ) in the film can be calculated with the following formula: 

𝜎𝜎 = 2𝑐𝑐132 −𝑐𝑐33(𝑐𝑐11+𝑐𝑐12)
2𝑐𝑐13

× 𝜀𝜀                                           (1) 

where ε (cfilm-c bulk)/c bulk, cbulk =5.200 Å is the unstrained lattice parameter (American 
Society for Testing and Materials) and cfilm is measured by XRD.  

By using the elastic constants cij of single-crystalline ZnO from reference 
[21], we obtain σfilm = −233 × ε (GPa). This compressive stress takes place during 
deposition process itself. 

Table 1 shows that, the calculated stress in the direction of the c-axis for Er and 
Gd doped films, decreases with increasing annealing temperature. The positive sign 
of the stress is the indication of tension stress. For Nd doped films, by increasing 
annealing temperature, the sign of stress changes from negative to positive values, 
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suggesting a change from tension stress to compressive stress. The RE-ions tend to 
create additional stress in the lattice structure of films and along c-axis because 
Er3+(0.89 Å), Gd3+(0.935 Å) and Nd3+(0.98 Å) have larger ion radius than that of Zn2+ 
ion (0.74 Å), which makes the replacement more difficult, thus distorting the ZnO 
lattice [22,23]. 

 
Table 1. Calculated stress and strain in the film lattice 

Sample name Annealing temperature 
(°C) 

Lattice parameter, 
c (nm) ε (%) σ (GPa) 

AZO-Er 
600 5.184 -0.31 0.72 
800 5.191 -0.17 0.40 

1000 5.196 -0.08 0.18 

AZO-Gd 
600 5.161 -0.75 1.74 
800 5.165 -0.67 1.56 

1000 5.169 -0.59 1.39 

AZO-Nd 
600 5.196 -0.08 0.18 
800 5.204 0.08 -0.18 
100 5.208 0.15 -0.36 

 
 
SEM images emphasize the strong influence of the type of dopant and the 

annealing temperature upon the structure of spray coated films. Therefore, with 
increasing the annealing temperature, larger cracks begin to form as shown in figures 
below. Even if the cracks/valleys are not very deep into the surface structure, the film 
is not uniform anymore, making it impossible for electrical measurements.  

 
 

 
Fig. 3. AZO-Er spray coated on Si(100) and annealed at temperatures:  

600ºC, 800ºC, 1000ºC (left to right). 
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Fig. 4. AZO-Gd spray coated on Si(100) and annealed at temperatures:  

600ºC, 800ºC, 1000ºC (left to right). 

 

 
Fig. 5. AZO-Nd spray coated on Si(100) and annealed at temperatures:  

600ºC, 800ºC, 1000ºC (left to right). 
 

 
 
SEM for the the Si(100) spray coated samples provide some interesting 

information regarding the surface. Hence, these results accentuate the difference 
in sample structure with increasing the annealing temperature, resulting in the 
appearance of larger cracks and more defined crystallites, which could prove the 
intensity of the peaks from XRD.  

AFM images complete the surface analysis which are in accordance with 
the SEM results.  
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Fig. 6. AZO-Er spray coated on Si(100) and annealed at temperatures:  

600ºC, 800ºC, 1000ºC (left to right). 

 
Fig. 7. AZO-Gd spray coated on Si(100) and annealed at temperatures:  

600ºC, 800ºC, 1000ºC (left to right). 

 
Fig. 8. AZO-Nd spray coated on Si(100) and annealed at temperatures:  

600ºC, 800ºC, 1000ºC (left to right). 
 
Furthermore, by using different RE dopants we could observe a slight effect 

in how compact the surface was formed, revealing better quality for the samples 
doped with Nd ions, that could be related to the fact that Nd has a smaller ionic 
radius compared to the other RE used, making it more likely to incorporate into the 
ZnO lattice. 
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CONCLUSIONS 
 

ZnO thin films co-doped with Al and RE ions were grown using spray coating 
technique and deposited on quartz glass and Si(100) single crystal. The films were 
annealed at three different temperatures (600ºC, 800ºC, 1000ºC), and characterized 
by XRD, SEM and AFM. 

The type of RE-ions, substrate and annealing temperatures, induce changes 
in the structure and especially in the morphology of thin films. 
The growth of film and crystallographic plane orientation is differently influenced 
by Si(100) substrate and quartz glass substrate respectively. 

All films deposited on quartz glass are polycrystalline with random orientation. 
For films deposited on Si(100) substrate, anisotropic growth with a preferred c-axis 
orientation was emphasized. The degree of c-axis epitaxy and the stress along this 
direction is influenced by the type of RE ion and annealing temperature. Along the 
c-axis, for Er and Gd dopants the tension stress decreases with increasing annealing 
temperature, while for Nd dopant the change from tension stress to compressive 
stress was evidenced. 

AFM and SEM revealed that the sprayed samples forms cracks on the 
surface and the number of crystallites increases with increasing the annealing 
temperature. Also, the type dopant used had a slight effect in how compact the 
surface was formed after the annealing process, revealing better quality for the 
samples doped with Nd ions. 

 
 

EXPERIMENTAL SECTION 
 

Spray coated technique and two different types of substrates were used to 
obtain ZnO co-doped with Al and RE ions using a constant concentration of 0.15 M. 
Solid nitrides were measured after the specific concentration (c=0.15 M) and 
quantities were calculated, then mixed with equal quantities of ethanol and 
distilled water using the ultrasonic bath for 5 minutes for better homogeneity. Two 
types of substrates were used, quartz glass and Si(100) kept at a temperature of 
210°C and a pressure of 2 bars, for 10 minutes time of deposition. After the spraying 
process, the samples were annealed at three different temperatures (600°C, 800°C, 
1000°C) for 5 minutes each to eliminate any impurities and mechanical stress in the 
films. The structure of films was determined by XRD analysis, using a Brucker D8 X-ray 
diffractometer with a CuKα radiation. The 2θ range was recorded at the rate of 0.02º 
and 2θ / 0.5 s. The crystal phases were identified by comparing the 2θ values and 
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intensities of reflections on X-ray diffractograms with JCP data base using Diffraction 
AT-Brucker program. Scanning electron microscopy technique was used to illustrate 
the morphology of film surface. SEM images were recorded using FEI Quanta 3D 
FEG 200/600 microscope. 

The sample topography was analyzed by atomic force microscopy (AFM) in 
order to analyze the structure of the surface. AFM images were taken with a Ntegra 
Spectra commercial microscope (NT-MDT, Russia) at room temperature in semicontact 
mode with anticorrosive rectangular monocrystalline silicon Sb doped cantilever for 
static charge dissipation, electrical resistivity 0.01-0.025 Ω×cm, resonant frequency in 
the range 240-440 kHz (typically 320 kHz), a constant force of 22-100 N/m (typical 
40 N/m), peak radius <10 nm (typical 6 nm). After acquisition, image processing was 
performed using the Nova v1.1.0.1837 (NT-MDT) program. 
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SUSPENSION BASED ON A MIXTURE OF  
TITANIA-SILICA-FUNCTIONALIZED GRAPHENE OXIDE  

FOR SURFACE CONSOLIDATION OF HISTORICAL  
ANDESITE STONE AND MORTAR 

 

L.C. COTET1,2*, C. SALAGEAN2,3, A. MIHIS2, I. SZÉKELY3,4, ZS. TOTH4,  
L. BAIA2,3,4, M. BAIA2,3, G. OLTEANU5, I. OLTEANU5, V. DANCIU1 

 
ABSTRACT. Three-components suspension, based on a mixture of titania (TiO2)-
silica (SiO2)-functionalized graphene oxide (GO) is prepared and used for surface 
consolidation of historical andesite stone and mortar. For comparison, mono-  
and bi-component suspensions are also involved in this study. In order to increase 
the attachment capacity of GO to substrate with silicon, GO functionalized with  
(3-aminopropyl) triethoxysilane (GO-APTES) was involved. Unmodified and modified 
by painting with prepared suspensions andesite and mortar samples were investigated 
by microscopy (Optic and SEM-EDX), XRD, FT-IR and Raman spectra before and 
after 6 months of exposure to ambient conditions. After investigation, even the 
amount of used consolidant suspension was low, the stability of the modified 
samples was found that remains constant and in a long time it is possibly to reach 
even a higher stability level. This approach provides the idea that the prepared 
suspension could be an interesting option to be involved in stone and mortar 
consolidation-restoration field. 

Keywords: titanium oxide, cultural heritage, functionalized graphene oxide, surface 
consolidation, historical stones, historical mortars. 

 
1 Department of Chemical Engineering, Faculty of Chemistry and Chemical Engineering, Babes-Bolyai 

University, Arany Janos 11, RO-400028, Cluj-Napoca, Romania 
2 Institute of Research-Development-Innovation in Applied Natural Sciences, Babes-Bolyai University, 

Fantanele 30, RO-400294, Cluj-Napoca, Romania 
3 Faculty of Physics, Babes-Bolyai University, M. Kogalniceanu 1, RO-400084, Cluj-Napoca, Romania 
4 Nanostructured Materials and Bio-Nano-Interfaces Center, Interdisciplinary Research Institute on 

Bio-Nano-Sciences, Babeș-Bolyai University, Treboniu Laurian 42, RO-400271 Cluj-Napoca, Romania 
5 S.C. Duct S.R.L., Feroviarilor 55, Sector 1, RO- 012206, Bucuresti, Romania 
* Corresponding author: cosmin.cotet@ubbcluj.ro 

https://creativecommons.org/licenses/by-nc-nd/4.0/


L.C. COTET, C. SALAGEAN, A. MIHIS, I. SZÉKELY, ZS. TOTH, L. BAIA, M. BAIA,  
G. OLTEANU, I. OLTEANU, V. DANCIU 

 

 
56 

 
1. INTRODUCTION 

 
Nowadays, there is a growing concern about the degradation of cultural 

heritage, which is an incalculable legacy for our future. In order to preserve the 
stone heritage, the intrinsic properties of the stone, the state of conservation, the 
degradation mechanisms and the environmental factors as well as the appropriate 
selection of materials and their application procedures must be taken into account. 
The compatibility, depth of penetration and durability of the selected materials, as 
well as their effect on water and vapor permeability, and their resistance to biological 
factors should also be taken into consideration. Until recently, the preservation of 
cultural heritage was mainly based on traditional conservation and restoration 
treatments such as the use of synthetic polymers, which often lack vital compatibility 
with substrate and durability. The development of materials science led to the 
discovery of nanomaterials with applicability in construction that allowed the 
improvement of the consolidation and protection of damaged building materials 
and the maintenance of the architectural heritage [1–3]. Consolidation treatment 
is an important conservation process that allows to improve the deep cohesion of 
the damaged stone heritage. However, the irreversibility of the consolidation process 
and its likelihood of causing unwanted effects makes this treatment one of the 
riskiest preservation processes. This risk explains the growing development and 
application of nanotechnology to the preservation of cultural heritage. Nanotechnology 
allows the design and development of reinforcing nanomaterials compatible with 
the original stone substrate, with 1-100nm in size and large surfaces, which leads 
to increased chemical reactivity and easier penetration into the depth of damaged 
stone monuments [4]. The dramatic increase in the external degradation of 
historical monuments due to air pollution, respectively the deposition of organic 
compounds and other pollutants on stone substrates has led to the development 
of nanomaterials with self-cleaning, antimicrobial and air depollution properties. 
Over the last 20 years, due to its outstanding ability to decompose pollutants by 
photocatalytic oxidation and its photoinduced superhydrophilicity [5], titanium 
dioxide is one of the best-known additives used in building materials, such as 
cement paste and mortar [6-8]. In addition, it should be noted that titanium dioxide 
is a cheap, non-toxic, chemically stable photocatalyst [9] and compatible with commonly 
used building materials [7]. The photocatalytic function of TiO2 depends on its 
semiconductor and optical properties. Due to the oxygen vacancies present in its 
network, TiO2 is an n-type semiconductor. The photocatalytic action of TiO2 lies in 
the ability to simultaneously adsorb two reactants, which are reduced and oxidized 
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by photonic activation initiated by photon absorption (hν ≥ Eg). The photoinduced 
electron transfer to an adsorbed molecule is determined by the position of the 
valence band and respectively the conduction band of the TiO2 in relation to the 
redox potentials of the adsorbed molecules [10]. The energy value of the gap band 
of TiO2-anatase is 3.2 eV, which means that it can only absorb UV light (λ ≤ 387 nm). 
Given the fact that the solar spectrum consists of 3-4% ultraviolets, there was the 
problem of changing the electronic structure of TiO2 so that it absorbs light from 
the visible region, and thus working efficiently under natural sunlight. This can be 
done either by TiO2-doping with metals and non-metals, TiO2 coupling with other 
semiconductors, or by creating network defects [8, 11, 12].  

The great discrepancy between the recombination time of the photogenerated 
electron– hole pairs (10–9s), and the time scale for the chemical interactions of TiO2 
with the adsorbed dirt (10–8 to 10–3s) does that the unintended recombination of 
electron–hole pairs to be much more favourable than for the TiO2–dirt adsorption 
which leads to a decrease in the efficiency of the photocatalytic activity of TiO2 [13]. 

Due to its special features (specific surface area of 2600 m2 g–1, thermal/chemical 
stability and mobility of the charge carriers of 200,000 cm2 V–1 s–1) the graphene 
increases the adsorption capacity of TiO2 based photocatalysts acting at the same 
time as an acceptor of the photo generated electrons from TiO2, suppressing the 
recombination between photo-excited electrons and holes. Also, graphene act as a 
sensitizer extending light absorption range. The localized electrons in the sp2 states 
of the graphene, excited by sunlight, are injected into the conduction band of TiO2, 
where they are trapped by the O2 molecules producing superoxides radicals which 
oxidize organic compounds [14,15]. The results of the researchers showed that the 
addition of graphene oxide improves the antibacterial and self-cleaning of the 
titanium dioxide films in order to use it in practical applications [14, 16, 17]. 

Another role of TiO2-based nanoparticles is to improve mechanical properties 
(compressive strength, toughness, etc.), and to reduce the shrinkage and permeability of 
building materials - characteristics that prolong the life of the building material [18]. The 
positive influence on the impermeability of construction materials (mortar, concrete, 
etc.) can be explained either by the function of nanoparticles as fillers thus creating less 
permeable structures, or by their function as "nucleus" that induce the formation and 
growth of hydration of the cement or which promotes the formation of high-density 
C-S-H structures [19].  

For the TiO2 photocatalyst application in conservation and restauration of 
the cultural heritage, the issue was to ensure the durability and adhesion of TiO2 on 
the stone or mortar substrates. In recent years, numerous studies have demonstrated 
the ability of silica-based materials to create durable and well-adherent TiO2 coatings 
[20–23]. 



L.C. COTET, C. SALAGEAN, A. MIHIS, I. SZÉKELY, ZS. TOTH, L. BAIA, M. BAIA,  
G. OLTEANU, I. OLTEANU, V. DANCIU 

 

 
58 

The TiO2-SiO2 coatings proved also high photocatalytic activity, the efficiency 
increasing as TiO2 concentration was increased. The positive effects of SiO2 are due 
to the increased surface area for adsorption and photodegradation of organic 
pollutants, to the charge imbalance which determines the creation of Lewis acidic 
sites, which promotes the adsorption of higher amount of hydroxide respectively a 
higher photocatalytic efficiency. Furthermore, TiO2/SiO2 composite having lower 
isoelectric point determines the increasing of the concentration of hydroxyl ions 
which are absorbed on the surface of photocatalysts and reduce the electron/hole 
recombination rate by blocking the generated holes [24–26].  

In our previous study, interesting properties related to the increase of 
mechanical properties of mortar treated with consolidant based on graphene oxide 
(i.e. GO, oxidated form of graphene) was obtained [27]. More exactly, an increased 
value for the compressive strength of about twice time compared to the untreated 
blank samples and a decrease of the value for the capillary absorption water coefficient 
with about one order of magnitude in comparison with the untreated blank samples 
were obtained for mortar samples treated with GO consolidation suspension. 
 
 
2. EXPERIMENTAL 

 
2.1. Preparation of andesite and mortar as parallelepiped samples 

 
In the case of andesite, a block of andesite was brought from the Pietroasa 

Bejan quarry and cut at a workshop in Bucharest into 1 cm thick slices, from which 
2 cm wide strips were later extracted. The 2x1 cm2 strips, obtained at coarse 
cutting, were cut into 2x2x1 cm3 samples (Figure 1a). The samples thus obtained 
were sorted by removing the parts with errors, washed in distilled water and stored 
under normal conditions of temperature and humidity; 20-25 oC and 55-60% 
relative humidity. Thus, 100 parallelepipedal specimens of 2x2x1 cm3 of andesite 
were obtained.  

The lime mortar is prepared by recipe: one part slaked lime (paste), three 
parts washed and dried river sand sieved less than 2 mm.  

For paste preparation, to 100 g of Ca(OH)2 100 ml of water was added to 
obtain a more fluid mixture that is proper to prepare a mortar with increased 
porosity. The obtained homogeneous mixture was introduced into the casting 
patterns by manual pressing. After drying and drawing out from the pattern, 100 
samples of lime mortar measuring 2x2x1 cm3 were obtained (Figure 1b). Alteration 
of the exposure surfaces was performed by treatment with acetic acid solution (6%) 
in all mortar samples (100 pcs.), by total immersion in the acid solution, exposure 
for 3 minutes, followed by stopping the reaction by immersing the sample in water. 
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The not modified faces of mortar samples were reinforced by using an acrylic paint 
in order to make the samples more enforced during manipulation. The binder has a 
holocrystalline structure being composed of micron calcite crystals, resulted from the 
carbonation of calcium hydroxide. 

2.2. Preparation of graphene oxide components (i.e. GO and GO-APTES) 

2.2.1. Preparation of GO 

Graphene oxide (GO) was synthetized using an efficient sono-chemical 
exfoliation of graphite [28]. In the obtaining pathway besides graphite (7.5g, 99%, 
powder >0.1mm, Fluka), H2SO4 (742mL, 95–97%, SC Nordic Invest SRL, Cluj-Napoca), 
H3PO4 (83mL, 85%, SC Nordic Invest SRL, Cluj-Napoca) and KMnO4 (33g, 995, Sigma 
Aldrich) that are the main precursors of Marcano-Tour’s improved exfoliation method 
[29], H2O2 (550mL, 3%, SC “Hipocrate 2000” SRL, Bucharest), H2O (550mL, bidistilled 
homemade), HCl (275mL, 37%, SC Nordic Invest SRL, Cluj-Napoca) and ethanol (275mL, 
absolute, SC Nordic Invest SRL Cluj-Napoca) were involved into a washing-sonication-
centrifugation-decantation process. After 7days of drying, about 14,3g GO was obtained. 

2.2.2. Synthesis of GO functionalized with (3-aminopropyl) triethoxysilane 
(APTES) 

Ethanolic suspension of GO (17,5 mL, C=40 mg / ml GO), was placed in a 3-
necked flask having a capacity of 750 ml. Then, 360 ml (3-aminopropyl) triethoxysilane 
(APTES) and 360 mg N, N′-dicyclohexylcarbodiimide (DCC) were added under magnetic 
stirring at 700 rpm. An ascending water-cooled refrigerant was attached to the flask, 
and the installation was placed in an oil bath heated at 70ºC for 24 hours. After the 
reaction time elapsed, the precipitate of GO functionalized with APTES was allowed to 
settle, the top layer (colourless) was decanted and the suspension (bottom layer) 
was centrifuged at 6000 rpm for 15 minutes. The resulted precipitate has been washed 
three times with 300 ml absolute ethanol. After the last washing and separation by 
centrifugation, the precipitate of GO functionalized with APTES was dried in an oven 
at 60°C for 12 hours, yielding 1.0 g of GO functionalized with APTES (GO-APTES). 

2.3. Preparation of colloidal solution used in consolidation process 

2.3.1. Synthesis of TiO2 colloidal solution (S1) 

To an Erlenmeyer flask (V=50 ml) containing 5 ml of isopropyl alcohol, 30 
ml of titanium tetraisopropoxide (98%, MERCK, GE)-TIP were added, in drops and 
continuous stirring, The obtained solution was added, in drops and continuous 
stirring, to 175 ml of bidistilled water in a three-necked glass flask (V = 1000 ml). 
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After 2.5 ml of 65% HNO3 ml (CHEMPUR, RO) have been added, the flask provided 
with an ascending refrigerant connected to a water source was immersed in an oil 
bath at 80ºC for 6h continuously magnetic stirring.  

2.3.2. Synthesis of TiO2 colloidal solution with 0.026% GO functionalized 
with APTES (GO-APTES), (S2) 

After 15 minutes of magnetic stirring of the obtained TiO2 colloidal solution 
(see 2.3.1), the suspension of GO-APTES (0.053g of GO functionalized with APTES 
in 5 ml of absolute ethylic alcohol, stirred with ultrasound for 30 min) was added 
and then the mixture was stirred continuously and kept at 80ºC for 8 hours. 

2.3.3. Synthesis of TiO2-SiO2 (67:33%) colloidal solution (S3) 

A mixture of 11.2 ml of tetraethyl orthosilicate (98%, MERCK, DE), 0.05 ml 
of 65% HNO3 (CHEMPUR, PL), 1.8 ml of double-distilled water and 26 ml of absolute 
ethyl alcohol (CHIMREACTIV SRL, RO) was prepared and added, under continuous 
stirring, to the obtained colloidal solution of TiO2 (see 2.3.1) that was previously 
cooled to room temperature. Stirring was continued for 6 hours.  

2.3.4. Synthesis of TiO2-SiO2 (67:33%) colloidal solution with 0.023% GO 
functionalized with APTES (GO-APTES), (S4) 

To prepare TiO2-SiO2 (67:33%) colloidal solution with 0.023% GO-APTES, 
0.054 g of GO-APTES were weighed and added to 5 ml of absolute ethyl alcohol. 
After 20 min of ultrasonic stirring, the obtained GO-APTES suspension was added 
to the colloidal solution of TiO2-SiO2 (see 2.3.3). Ultrasonic stirring was continued 
for one hour. 

2.4. Devices and techniques involved in morpho-structural characterization 

2.4.1. Optical microscopy 

The optical microscopy analysis was performed with "Motic BA310Pol" 
device. After a surface cleaning by air blowing, the surface samples were analyzed 
in adequate lateral illumination. 

2.4.2. Scanning electron microscopy (SEM) 

The SEM and EDX (electron diffraction X-ray) analysis were performed with 
a SEM - HITACHI TM4000plus combined with an EDX OXFORD INSTRUMENTS 
hardware and AZtecOne software. 
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2.4.3. X-ray diffraction (XRD) 

 Structural properties of the samples were carried out by using Rigaku 
MiniFlex II diffractometer with X-ray (Cu-Kα; λ = 0,15406 nm) radiation equipped 
with a graphite monochromator. Scan speed was: 1°·min−1 (2θ°) and the diffractograms 
were taken between 3º-80º (2θ°). Samples were scraped with a spatula and transferred 
into an XRD support.  

2.4.4. Fourier Transform Infrared (FT-IR)  

Absorption spectra of the investigated samples were recorded at room 
temperature by employing a Jasco 6000 (Jasco, Tokyo, Japan) spectrometer (in 
reflection configuration) in the 400–4000 cm−1 range, with a spectral resolution of 
4 cm−1. All samples were prepared previously in the form of KBr pellets. 

2.4.5. Raman spectroscopy  

Raman spectra measurements were recorded with the help of a multilaser 
confocal Renishaw inVia Reflex Raman spectrometer equipped with a RenCam CCD 
detector. The 785 nm (NIR) laser line was applied as an excitation source on the 
samples' surface. The Raman spectra were collected employing a 0.9NA objective 
of 100 × magnification. The following parameters were used for all spectra: 
integration time was 20 s, 1200 lines/mm grating, and 50% of the maximum laser 
intensity - laser power of 150 mW. 
 
 
3. RESULTS AND DISCUSSION 
 

The study is performed on andesite and lime mortar. The andesite corresponds 
to the cultural objective Sarmizegetusa Regia, the source of the andesite being the 
magmatic body from Pietroasa, Bejani Hill, the south-eastern extremity of Deva 
municipality of Romania. The mortar was prepared in using a mixture of sand, 
Ca(OH)2 and H2O. Parallelepipedal samples of 2x2x1 cm3 were prepared by stone 
cutting for andesite (Figure 1a) and casting in proper patterns for mortars (Figure 1b). 
The both sample types were modified by painting with four suspensions (Figure 1c): 
TiO2 colloidal solution (S1), TiO2 colloidal solution with GO-APTES (S2), TiO2-SiO2 
(67:33%) colloidal solution (S3) and TiO2-SiO2 (67:33%) colloidal solution with  
GO-APTES (S4).  
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Fig. 1. Real images with andesite (a) and mortar (b) samples, and suspensions 
used in surface modification of the samples (c), (see Chapter 2.3). 

 
In the present study, unmodified samples were also investigated as blanks 

(S0). Moreover, suspensions with GO (i.e. GO unfunctionalized with APTES) were 
not mentioned in this study because without GO’s functionalization with silicious 
group a poor fixation of this nanosheet material on samples surface could be 
achieved. To increase of GO-APTES fixation, SiO2 component could play a favorable 
behavior. In order to study the in time structural change, the investigation was 
performed on unexposed and 6 months ambient atmosphere exposed samples. The 
suspensions were applied only on a face of the parallelepipedal andesite and 
mortar samples that consist of 2x2 cm2. After preparation and analysis, samples 
were placed in ambient atmosphere for 6 months (from May to October at the 
climate of Bucharest, Romania). Then, the samples were analyzed again. 

3.1. Optical microscopy (OM) analysis of andesite and mortar surfaces  

Investigation of andesite and mortar surfaces was performed with the optical 
microscope using reflected light illumination mode. In Figure 2 a compact structure 
with zones with different colours (e.g. light-grey, dark-grey) was evidenced for andesite 
samples. Instead of this, in Figure 3 a more granular structure (i.e. sand particles) linked 
with the binder component (i.e. calcium carbonate) was shown for mortar samples. 
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Fig. 2. Optical microscopy images with surfaces of andesite samples unmodified (a) and 
modified with S1 (b), S2 (c), S3 (d) and S4 (e) before of 6 months for external exposure. 

 

 
 

Fig. 3. Optical microscopy images with surface of mortar samples unmodified (a) and 
modified with S1 (b), S2 (c), S3 (d) and S4 (e) before of 6 months for external exposure. 
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For both sample types after surface modification with prepared suspensions 
(see Chapter 2.3), no visual change was evidenced. This could due to the low 
thickness and the transparent feature of applied layers. The same behavior was 
evidenced after 6 months of ambient environment exposure (i.e. for simplicity, 
these images are not presented). 

In the case of mortar, microscopic observations show that the mass of the 
binder is relatively compact and has good adhesion to the aggregate clasps. It is 
also found that there are several shrinkage cracks in the binder mass, which are 
poorly connected, with local extension. A slight difference lies in the characteristics of 
the pore system. The pores have irregular shapes and variable sizes. The microscopically 
expressed porosity is about 10–15%. 

Andesite rock porosity by microscopic examination shows that there are no 
over capillary pores in its structure. The rock is practically compact, with zero 
effective porosity and therefore waterproof. 

3.2. SEM-EDX analysis of andesite and mortar surfaces 

By SEM investigation surfaces with no regular features with zones with 
cracks were evidenced both for andesite (Figure 4) and mortar (Figure 5) samples 
and both before and after modification with prepared suspensions (see Chapter 
2.3). The same behaviour was shown also after 6 months of ambient exposure  
(i.e. for simplicity, these images are not presented). 

 

 
 

Fig. 4. SEM images with surfaces of andesite samples unmodified (a) and modified with  
S1 (b), S2 (c), S3 (d) and S4 (e) before of 6 months for external exposure. 
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Fig. 5. SEM images with surface of mortar samples unmodified (a) and modified  
with S1 (b), S2 (c), S3 (d) and S4 (e) before of 6 months for external exposure. 

 
The atomic ratios between the percent of Ti and Si (i.e. Ti/Si) were determined 

by EDX for S2 and S4 consolidant solutions dried on a common support (i.e. not applied 
on mortar or andesite samples) obtaining hundred micro meters of thickness (i.e. the 
analysis dose not touch the support). The values were 1.375 for S2 and 1.222 for S4, 
respectively. This means more Si in S4 in comparisons to S2 (i.e. because of Si from 
APTES). Moreover, the atomic percent for C (i.e. having GO-APTES as source) for S2 
and S4 was not noticed by EDX. This could be because GO-APTES is in a very low 
concentration that means a low amount of C that is below the detection limit. The 
atomic percent ratio between Si of S3 and S4 which is 0.888, confirms again the 
presence of a higher amount of Si for solution prepared with GO-APTES (i.e. because 
of Si of SiO2 component in addition to APTES). 

3.3. X-ray diffraction (XRD) measurements on andesite and mortar surface 

Commercial andesite consists mostly of SiO2 and various types of Feldspar. 
In the andesite-unmodified and unexposed sample, we found amorphous SiO2 and 
mineral Plagioclase with the following reflections: 21.7°, 23.4°, 24.3°, 27.4°, 30,2°, 
35,3°, and 44,3° [30]. A new reflection is also visible in the andesite-unmodified and 
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exposed sample: 51.2° [30], which is a reflection of Plagioclase or Pyroxenes. Not all 
reflections of plagioclase could be observed in the XRD patterns of the unmodified 
samples because the sample is heterogeneous. The presence of TiO2, SiO2 and GO-
APTES was not visible in the XRD patterns of the samples. The reason that the 
mentioned modification could not be seen in XRD patterns, could be that the amount 
of the TiO2, SiO2, and GO-APTES is lower than the detection limit of the XRD. The 
samples which have been exposed for 6 months are identical to the samples which 
were not exposed. 

 

 
Fig. 6. XRD patterns of the unexposed and exposed (6 months) andesite samples. 

3.4. Fourier Transform Infrared (FT-IR) measurements on andesite and 
mortar surface 

Andesite is a volcanic rock with a mixed composition, meaning it is the 
intermediate rock between basalt and rhyolite. It predominantly comprises sodium-
rich silicates such as plagioclase, pyroxene, and hornblende. In the FT-IR spectra of 
all unexposed and exposed andesite samples, the following bands were observed:  
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O-H stretching vibrations at 3439 cm-1; H-O-H bending at 1636 cm-1 [31]; Si-O 
asymmetric and symmetric stretching vibrations at 1100, 1026, and 795 cm-1 [32, 33]; 
Si-O-Si bending a 619 cm-1, respectively Si-O-Al bending at 538 and 483 cm-1 [34]. 
At first glance, the presence of TiO2, SiO2, and GO-APTES cannot be observed from 
the FT-IR spectra, but it was observed that the ratio of the I1026/I1100 bands does 
change for both types of samples: unexposed and exposed (Table 1), which could 
hint at structural modifications of the samples. Moreover, from Table 1 it can be 
observed that the samples’ I1026/I1100 ratio changes in each sample when comparing 
it to the blank samples. In the case of the unexposed samples the ratio was below 
1, but in the case of the exposed samples it was above 1, indicating that the 
samples’ 6-month exposure did affect their structure.  

 
 

 
 

Fig. 7. FT-IR spectra of the unexposed and exposed (6 months) andesite samples. 
 

Table 1. Ratio changes of the Si-O bands at 1026 and 1100 cm-1  

in the unexposed and exposed samples 
 

Sample 
Unexposed Exposed 
I 1026 / I 1100 I 1026 / I 1100 

Andesite Blank 0.910 1.027 

Andesite TiO2 0.928 1.058 

Andesite TiO2 + GO-APTES 0.938 1.062 

Andesite TiO2 + SiO2 0.920 1.042 

Andesite TiO2 + SiO2 + GO-APTES 0.924 1.044 
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Fig. 8. FT-IR spectra of the unexposed and exposed (6 months) mortar samples. 
 
 
The building blocks of mortar are lime and an aggregate of sand mixed with 

water. The mortar samples consist of lime, calcite, and quartz. Concerning the  
FT-IR spectra of the unexposed and exposed mortar samples, for each sample, the 
following absorption bands were identified: O-H stretching vibrations at 3643 and 
3446 cm-1, which were attributed to the Ca(OH)2 from mortar [35]; CO3

2- and CO3 
stretching at 1795, 1456, 874 and 712 cm-1, which are related to the calcite and 
carbonate in the sample [36–38]; Si-O-Si asymmetric, Si-O symmetric stretching, 
and O-Si-O rocking vibrations at 1081, 777, 721 cm-1, respectively in the 500 - 400 cm-1 
region [39, 40].  

Regarding the unexposed mortar samples, for all treated samples, a sharp 
band appeared at 1384 cm-1, in the proximity of the CO3 band; this can be linked to 
the presence of impurities on the sample's surface in the form of other ions, 
species, or even water. Most probably the band at 1384 cm-1 is related to the 
carbonation of the samples, since it disappears from each sample after 6-months 
of exposure. Although the presence of other components like metal oxides or 
graphene oxide from the FT-IR spectra cannot be proven with certainty, it is visible 
that the intensity of the Si-O-Si bands at 1081 and 777 cm-1 changes in the case of 
the treated samples—the Si-O-Si bands' intensity changes in both types of samples: 
unexposed and exposed, and is presented in Table 2. These changes could be 
caused by the presence of metal oxides or other components like graphene oxide 
on the samples’ surface.  
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Table 2. Ratio changes of the Si-O-Si bands at 777 and 1081 cm-1  

in the unexposed and exposed samples. 
 

Sample 
Unexposed Exposed 
I 777 / I 1081 I 777 / I 1081 

Mortar Blank 0.449 0.309 

Mortar TiO2 0.463 0.391 

Mortar TiO2 + GO-APTES 0.450 0.394 

Mortar TiO2 + SiO2 0.467 0.545 

Mortar TiO2 + SiO2 + GO-APTES 0.457 0.516 
 

3.5. Raman spectroscopy measurements on andesite and mortar surface 

As already mentioned, andesite is a volcanic rock with a mixed composition 
consisting in sodium-rich silicates such as plagioclase, pyroxene, and hornblende. 
The Raman spectra recorded from different zones of the andesite samples (light-
grey and dark-grey) are illustrated in Figures 9 and 10. As one can see the spectra 
are looking different and can be correlated to the specific structural features of the 
samples. Thus, in the Raman spectra recorded on light-grey zones the most intense 
bands are located in the 1000-1800 cm-1 spectral region, where appear mainly the 
stretching vibrations in which Si and O atoms are involved, in structural units such 
as Q1-Q4 [41]. In the low wavenumber region of the spectra, between 110 and  
700 cm-1, there are a few low intense bands mainly attributed to bending 
vibrations of bonds in which Si, O and/Al atoms are involved. On the other hand, in 
the Raman spectra recorded on dark-grey zones the most intense bands are observed 
in the low wavenumber region. Moreover, as a consequence of the presence of 
more disordered structure, the elastically scattered light increased the background 
of the Raman spectra recorded from these zones. This assumption is confirmed by the 
attenuated intensity of the bands from the high wavenumber region (<1500 cm-1), 
where the stretching vibrations of more connected Si structural units appear. Besides 
the bands due to the bending vibrations of Si, O and/or Al containing bonds some 
bands due to hornblende vibrations [42], can be also noticed (around 670 cm-1).  

By comparing the spectra of the unexposed samples treated with different 
solutions a few differences can be observed. Thus, one can notice the presence of 
the band around 150 cm-1 due to the TiO6 vibration [43], mostly intense in the 
spectra of Andesite-S1 and Andesite-S3 samples. Moreover, one can also remark 
that in all spectra of the Andesite-S1 sample, recorded from light-grey and dark-grey 
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zones, the bands from the high wavenumber region are less intense as compared 
to the ones from the 120-700 cm-1 spectral range. This behavior could be due to a 
reduced number of connected SiO4 structural units as a consequence of the TiO2 
presence. No clear evidence of the bands given by the GO vibrations can be noticed 
in the spectra of Andesite-S2 and Andesite-S4 spectra.  
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Fig. 9. Raman spectra of the unexposed andesite samples. 
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Fig. 10. Raman spectra of the exposed (6 months) andesite samples. 

 
When analyzing the spectra recorded from light-grey zones of exposed 

samples in comparison to the ones recorded from the unexposed samples one can 
see that the band around 150 cm-1 due to the TiO6 vibrations is more evident in all 
spectra of exposed samples and the intensity of the bands from the high wavenumber 
region slightly decreased. This behavior could indicate that the Ti containing structure 
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is more stable over the exposure period as compared to the Si containing structure. 
No important differences can be observed between the spectra recorded from 
dark-grey zones of the exposed and unexposed samples.  

 
 

 
 

Fig. 11. Raman spectra of the unexposed and exposed (6 months) mortar samples. 
 
 
As mentioned earlier mortar is a mix of sand, water, and a binding agent like 

cement, lime or plaster. The Raman spectra of the unexposed blank mortar sample 
present Raman bands at 160, 281, 410, 480, 507, 571, 712 and 1085 cm-1. The sharp 
band at 1085 cm-1 was attributed to the symmetric stretching mode of carbonate 
ions, the band at 712 cm-1 corresponds to the in-plane bending vibrations of carbonate, 
respectively the bands at 281 and 160 cm-1 were attributed to the rotational and 
translational lattice modes, which are specific for calcite and vaterite [44].  

The presence of gypsum in the sample was confirmed by the bands at 410 cm-1. 
The doublet at 480 and 507 cm-1 was associated with the presence of plagioclase, 
these bands correspond to the stretching vibrations of the SiO4 or AlO4 tetrahedra, 
whereas the broad band at 571 cm-1 was assigned to the Si-O stretching vibrations [45].  

Comparing the unexposed blank mortar sample with the exposed one 
interesting change can be observed between the two samples’ spectra. The intensity 
of the 1085 cm-1 band decreased and the bands at 712, 507 and 480 cm-1 disappeared, 
which can be explained by the fact that the sample’s surface was covered with 
pollution. The bands below 300 cm-1 also have disappeared, or shifted to lower 
wavenumbers, hinting that by exposing the mortar samples to the weather conditions 
structural changes will occur on the mortar surface. The exposed sample presented 
new bands at 143, 669, 926 and 953 cm-1. The band at 143 cm-1 was attributed to 
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the lattice vibrations of Ca-O polyhedra, at 669 cm-1 to the Si-O-Si symmetric bending, 
respectively the bands at 926 and 953 cm-1 were attributed to the asymmetric 
stretching of the SiO4 tetrahedra [46]. 

The Raman spectra of the Mortar TiO2 unexposed sample at first glance is 
similar with the Mortar Blank sample, but it is obvious that the bands at 1085 and 
712 cm-1 disappeared, and this was caused probably by the presence of TiO2 on the 
samples’ surface. The bands at 208, 410, and 638 cm-1 correspond to the TiO2 
anatase phase [47, 48]. After exposing the sample for six months the corresponding 
TiO2 anatase phase Raman bands were identified in the spectra at 152, 208, 515 
and 638 cm-1. Two other bands were also observed in the exposed sample’s spectra 
at 464 and 1050 cm-1, which were attributed to the silicate and calcite components 
from mortar. 

Two intense Raman bands were observed in the unexposed Mortar 
TiO2+GO-APTES sample: at 208 and 464 cm-1, from which the first is linked to the 
presence of TiO2, respectively the second to the presence of an increased number 
of O-Si-O bonds on the surface. The presence of TiO2 was also proved by the less 
intense band at 396 cm-1. After exposing the sample for six months almost identical 
Raman spectra was obtained for the sample, the most notable difference was that 
the intensity of the band at 464 cm-1 has increased, respectively it became 
narrower. Although the corresponding D and G bands for graphene oxide were not 
observed in the Raman spectra, the very intense band at 464 cm-1 could be caused 
by the presence of APTES on the sample’s surface, since this compound is rich in Si-
O-C2H5 bonds. 

Regarding the Mortar TiO2+SiO2 sample, Raman bands corresponding to the 
TiO2 anatase phase were observed at 154, 514 and 636 cm-1. Two other bands with 
relatively small intensity were identified at 1050 and 1085 cm-1, these bands 
correspond to the silicate and calcite components of mortar. Another band at 1339 cm-1 
and a shoulder at 1477 cm-1 were observed in the Raman spectra, which are most 
probably linked to the presence of calcium hydroxide phosphate and calcium 
oxalate dihydrate. After the samples were exposed for 6 months the band at [49] 
1339 cm-1 and the shoulder at 1477 cm-1 disappeared from the spectra, whereas 
the bands at 1050 and 1085 cm-1, became more intense and narrower. Corresponding 
band to anatase TiO2 were observed at 638, 517 and 154 cm-1. SiO2 presence on the 
sample surface was not evident from the Raman spectra. 

Concerning the Mortar TiO2+SiO2+GO-APTES sample Raman bands were 
identified at 130, 206, 262 and 464 cm-1. The presence of TiO2 was evidenced only 
by the band at 130 cm-1, the band at 514 is masked by the intense band at 464 cm-1, 
respectively the band at 636 cm-1 was a very broad and low intensity shoulder.  
The bands at 206 and 262 were cm-1 attributed to the presence of SiO2 [50].  
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Although the sharp and intense band at 464 cm-1 is generally attributed to SiO2, in 
this context it is worth mentioning, that this band corresponds to the Si-O-Si/O-Si-
O bridging vibrations [51], which could prove the presence of APTES. After exposing 
the sample for six months to the weather conditions, the same bands were 
observed as before (130, 206, 262 and 464 cm-1), but in this case also the bands had 
higher intensity and were narrower. Another band specific for SiO2 was observed 
at 355 cm-1. After the exposure two modifications were observed in the Raman 
spectra: a doublet at 1309 and 1320 cm-1, respectively a shoulder at 1591 cm-1. The 
bands at 1309 and 1591 cm-1 can be attributed to the D and G bands of the 
functionalized graphene oxide (GO-APTES) [52]. 

According to the Raman spectra of the unexposed and exposed samples we 
can draw the conclusion that blank mortar stability decreases after being exposed 
to the weather conditions for six months. However, by adding only three layers  
of TiO2, TiO2+GO-APTES, TiO2+SiO2 or TiO2+SiO2+GO-APTES colloidal solution, the 
stability of the mortar samples remains constant, or possibly it reaches even higher 
stability, leading to the conclusion that this method of applying colloidal solution 
on the samples’ surface is a viable option. 

 
 
 

CONCLUSIONS  
 
A mixture of three components (TiO2, SiO2 and GO-APTES) was tested for 

consolidation of the surface of two sample types (i.e. andesite and mortar). Also, 
suspensions that contains TiO2, TiO2+GO-APTES, TiO2+SiO2 were investigated as blanks 
for three-components suspension. The unmodified and modified with different 
suspensions samples were investigated with microscopic techniques (optic and 
SEM), X-ray diffraction (XRD and EDX), FT-IR and Raman techniques before and after 
6 months of ambient exposure.  

After investigation was found that the stability of the three-components 
treated samples remains constant, or possibly it reaches in time even higher 
stability. This leading to the conclusion that the obtained suspension is a viable option 
in stone and mortar consolidation-restoration field. 
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ENHANCING THE PHOTOLUMINESCENCE OF POLYFLUORENE-
BASED THIN FILMS VIA ILLUMINATION 

 

I. PETROVAI1,2, O. TODOR-BOER3, L. DAVID1, I. BOTIZ1,2* 

 
ABSTRACT. We show in this work that exposing thin films of conjugated poly[9,9-
bis(2-ethylhexyl)-9H-fluorene-2,7-diyl] to light under nitrogen atmosphere led to 
an increase of their emission up to 2.2 folds. This enhancement was due to the 
appearance of structural changes in the glassy and β-phase conformations induced 
upon thin film illumination, as revealed by the Franck-Condon analysis of the 
photoluminescence spectra. Interestingly, the photoluminescence of thin films 
remained at the enhanced value for 75 days after stopping the illumination, most 
probably due to the permanent structural changes induced upon illumination. 

Keywords: conjugated polymers, illumination, photoluminescence, β-phase 
conformations. 

 
 
INTRODUCTION 
 

Due to the evident structure-property relationship existent in conjugated 
polymeric materials [1–7], the scientific community is continuously looking for 
novel processing methods to manipulate, control and tune the microstructure of 
conjugated materials, with the aim to improve their optoelectronic properties and 
consequently, the functionality of potential organic devices. Detailed information 
on various processing methods prominently adopted by scientists are well described 
in the literature [8–10]. One of such processing tools appears to be the exposure to 
light [11–16]. Scientific reports have shown that illumination of conjugated polymers 
with white light in controlled nitrogen atmosphere influenced the behavior of an 
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ensemble of conjugated molecules, i.e., their mechanical properties such as viscosity 
[11]. Several other experiments have shown that conjugated materials such as poly(3-
hexylthiophene-2,5-diyl) (P3HT) and the poly[2-methoxy-5-((2′-ethylhexyl)oxy)-1,4-
phenylenvinylene] (MEH-PPV) chains suffered conformational changes in solutions and 
adopted more coiled-like conformation when illuminated [14,15]. Similar behavior 
was observed in thin films [16]. Moreover, structural changes of MEH-PPV in thin 
films were reported along with an increase in photoluminescence (PL) upon 
illumination in nitrogen [12,13]. The enhancement of the PL properties in thin films 
was tentatively attributed to structural changes induced by photoexcitations. 
 In this work, we study the alteration of PL properties of conjugated 
poly[9,9-bis(2-ethylhexyl)-9H-fluorene-2,7-diyl] (PFO) films upon illumination. Our 
aim is to find out how different type of light used in the illumination process impacts 
the PL enhancement in such polymer films and to reveal the best experimental 
conditions under which the PL enhancement is maximized and, eventually, remains 
stable for long periods of time. Such information might then be useful in the design 
of future energy devices, including light-emitting diodes. 
 
 
EXPERIMENTAL 
 

PFO of a weight-average molecular weight Mw = 13.2 kg/mol, number-
average molecular weight Mn= 6.8 kg/mol and polydispersity Ð = 1.94, was purchased 
from Sigma-Aldrich. Thin films of PFO (127±5 nm in thickness) were prepared by 
spin casting at 2000 rpm from a toluene solution. For all films, regular microscopy 
cover glass, previously cleaned in UV-ozone for 20 minutes, was used as substrate.  

Absorption spectra of thin films were acquired using a V-530 UV-VIS 
spectrophotometer from Jasco (spectral range of 190-1100 nm). PL spectra were 
collected using an FP-6500 Spectrofluorometer from Jasco (excitation wavelength 
range of 220-750 nm). All PL spectra were recorded using an excitation wavelength of 
375 nm. Illumination of all films was always performed both at controlled temperature 
and in nitrogen atmosphere inside a Linkam hot stage (model THMS 600 that was 
equipped with a precise temperature controller in the range of -196°C to 600 °C 
and which could be continuously flashed with nitrogen flow). 

Different LED sources from Thorlabs were used to illuminate the PFO films: 
SOLIS-1A/M (white cold), SOLIS-365A/M, SOLIS-385A/M, SOLIS-445B/M, SOLIS-
525A/M and SOLIS-623A/M. The sources were operated using a ThorlabsDC2200  
(1 Channel) LED driver, the latter being also used to precisely control the power of 
LEDs. Illumination of PFO films at 30°C for 45 minutes was done using a white xenon 
lamp (powered by 50 W and equipped with a UV filter).  



ENHANCING THE PHOTOLUMINESCENCE OF POLYFLUORENE-BASED THIN FILMS VIA ILLUMINATION 
 
 

 
81 

RESULTS AND DISCUSSION 
 

Figure 1a depicts the large increase of the PL intensity of PFO films upon 
their illumination with white light at a constant temperature of 30 ⁰C in nitrogen 
atmosphere. The longer the films were illuminated, the higher their PL intensity 
became. Nonetheless, illuminating PFO films beyond 2 hours did not lead to any further 
increase in PL intensity. To exclude possible alterations of PL due to contaminations 
with oxygen [17], control experiments, using films prepared from solutions nitrogen-
bubbled in anhydrous toluene, were performed inside a nitrogen-flooded glove box 
(with oxygen content < 10 ppm [18]). Results shown in Figure 1b proved that, even 
under such circumstances, the PFO film still exhibited a clear PL enhancement when 
exposed to light.  

To quantify the enhancement of PL upon illumination, we have extracted 
the IPL/Iref ratio for various illumination times. Here, IPL is the PL intensity of the total 
area under the peak measured for each illuminated film. Instead, Iref is the PL area 
peak intensity corresponding to a nonilluminated reference film. Figure 1c shows 
the evolution of this ratio with the illumination time. The PL intensity increased by 
1.5 folds in less than 15 minutes of illumination and kept increasing up to 2 folds 
after 2 hours of illumination. Indeed, beyond this time no further increase in PL was 
observed. In order to exclude a possibly PL alteration due to the incomplete solvent 
evaporation upon spin casting, we have monitored the PL of other reference PFO 
films that were prepared under same conditions, but kept for specific times in dark 
(no light was allowed to shine on these films). The evolution of the IPL/Iref ratio of 
these films, as depicted in Figure 1c by the square symbols, showed that there was 
only a weak (several %) variation of the PL intensity that could be attributed to solvent 
traces remaining in PFO films. Therefore, our results clearly showed that illuminating 
PFO films with white light induced large enhancement in their PL intensity. 

We have repeated all the experiments described above once more, but this 
time we kept the PFO films at 70 ⁰C (Figure 1d). In this case, the PL intensity doubled 
in less than 5 minutes of film illumination and further increased to a maximum of 
2.2 folds after 12 minutes of illumination. Instead, the illumination of PFO films for 
times longer than 40 minutes led to a decrease of the PL intensity. Again, almost no 
PL alteration attributed to solvent traces was detected for the control samples kept 
in dark. Furthermore, by fixing the illumination time to 30 minutes, we have varied 
the film temperature at which illumination was performed. The obtained results, 
shown in Figure 1e, revealed a clear dependence of the PL increase with respect to the 
film temperature and the best PL enhancement happened at 70 ⁰C. Above 70 ⁰C, 
the PL decreased, probably due to an increased mobility of PFO molecules (PL also  
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Figure 1. (a) PL spectra of PFO films before and after illumination at 30 ⁰C for various times. Spectral 
components of the glassy and β-phases are indicated by the dotted rectangular shapes. (b) Normalized 
PL spectra of a PFO film before and after its illumination at 30 ⁰C for 45 minutes inside a glove box 
filled with nitrogen. This PFO film was obtained from a solution that was prepared using anhydrous 
toluene and that was then bubbled with nitrogen before further use. (c-d) PL enhancement of PFO 
films illuminated at 30 ⁰C (c) and at 70 ⁰C (d) as a function of illumination time. Dashed black and red 
lines in (c) and (d) are fits of single exponential growth functions, while the dashed orange line in (d) 
was fitted using a single exponential decay function. (e) PL enhancement of PFO films illuminated for 
30 minutes at various temperatures. Square symbols show the PL changes taking place in the 
reference films kept in dark. Illumination of films was performed in nitrogen atmosphere and using a 
white cold LED source with an output power of ~252 mW. The black arrow indicates the expected Tg 
for PFO films (f) Chemical structure of PFO system. 
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decreased for the reference films kept in dark) caused by the transition to a less 
glassy state, as the glass transition temperature Tg was estimated to be around 70-
75 ⁰C for PFO films. Our flash differential scanning calorimetry measurements in 
bulk revealed a Tg of about 84 ⁰C for this PFO system (see its chemical structure in 
Figure 1f). Nonetheless, it is well-known that, for a specific polymer, the Tg in thin 
films is lower than the Tg in the bulk [19–23]. Thus, above 70 ⁰C the effect of 
illumination might have been diminished by other conformational changes induced 
thermally [24,25]. For the lower film temperatures, the PL amplification was smaller 
too but, according to Figure 1c, this PL amplification, that corresponded to only 30 
minutes of illumination, did not reach yet the maximum of PL enhancement observed 
for longer illumination times (i.e., 2 hours).  

The photophysical properties of PFO are known to strongly depend on the 
film microstructure [26,27]. Therefore, one possibility is to link the PL enhancement 
upon illumination to conformational changes, especially when knowing that thin 
PFO films generally display the coexistence of two phases. In the glassy phase, PFO 
molecules adopt a range of disordered wormlike conformations characterized by a 
broad distribution of intermonomer torsion angles [28,29]. Instead, in the β-phase, 
PFO molecules adopt an extended coplanar geometry with a torsion angle of 165°-180° 
between the adjacent fluorene units [28–33]. In order to follow the possible changes 
of the glassy and β-phases in PFO films during illumination, we have performed a 
Franck-Condon analysis (FCA; details on FCA are described elsewhere [34]) on the 
PL spectra shown in Figure 1a. For that, two molecular species corresponding to the 
glassy phase and the β-phase conformations, that exist in an intermediary state 
(i.e., within the PL spectrum recorded after 90 minutes of illumination), were separated 
and scaled appropriately to all the other PL spectra recorded at different illumination 
times. For instance, Figure 2a and Figure 2b display the separation and scaling of 
glassy and β-phase contributions to PL spectra of Figure 1a recorded at 0 and 180 
minutes of illumination. Furthermore, the data points of Figure 1c (red spherical 
symbols) were normalized to 100% at the time corresponding to 0 minutes of 
illumination and were then fitted using a single exponential growth function. The glassy 
and β-phase spectra for all illumination times were further integrated and their 
fraction on the total integrated PL intensity was calculated (Figure 2c). Fits through 
the spectra (as a guide to the eye) were done using single exponential growth 
functions. Note that the parameters that we have used in the FCA, including Huang-
Rhys parameters, are comparable to the parameters reported in the literature [35]. 
The obtained results have shown that, while the fraction of glassy phase was increasing 
from about 88% to 94%, the fraction of β-phase was decreasing from around 11% 
to about 5% when increasing the illumination time from 0 to 180 minutes (Figure 2c). 
Thus, these results clearly proved that illumination was reducing the amount of β-phase 
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in thin films of conjugated PFO. This observation was further sustained by the fact 
that the PL ratio between the 422 nm and 442 nm peaks increased upon illumination 
(this information can be seen when performing the normalization to 422 nm peak 
of all PL spectra presented in Figure 1a; not shown), indicating the appearance of a 
more disordered, possibly less planarized phase [36]. 

 
Figure 2. (a-b) Separation and scaling of glassy and β-phase contributions to all the other PL spectra 
of Figure 1a recorded at 0 and 180 minutes of illumination. (c) Evolution of the glassy and β-phase 
fractions in PFO films during illumination as deduced from the FCA using data of Figure 1a and Figure 
1c. Dotted fits through the spectra were done with a single exponential growth fit y=y0+A1·exp(x/t1) 
for the glassy phase (with y0=95%, A1=-5.9% and t1=-14.8 min) and with another single exponential 
decay fit y=y0+A1·exp(-x/t1) for the β-phase (with y0=4.9%, A1=-5.9% and t1=-14.8 min). 
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According to the literature, the amount of polymer chains planarized in β-phase 
conformation determines the PL efficiency [37]. Therefore, we expected a PL alteration 
to take place upon illumination. While the mechanism by which illumination reduces 
the β-phase is not clearly understood, the enhancement of PL associated with the 
reduction of β-phase could be tentatively explained assuming the behavior of the 
geminate pairs (i.e., charge transfer states) formed from excitons in the β-phase. 
For instance, the absorption spectra display only weak changes in absorption when 
PFO films are illuminated, with no visible evidence of the existence of the absorption 
peak expected to be located around 435-440 nm (not shown) and corresponding to 
the β-phase [34,35,38,39]. This means that there is only a very small amount of  
β-phase in the PFO films, but with rather efficient energy transfer to it [35,40]. 
These β-phase sites quench the emission most probably due to the fact that the 
excitons in the β-phase tend to form geminate pairs rather than to emit light [41]. 
Therefore, the emission from neat β-phase should be less than emission from the neat 
glassy phase. Nonetheless, when PFO films are being illuminated and consequently the 
amount of β-phase is reduced, there is less quenching of the emission and the 
overall PL efficiency increases. This observation is in line with other results reported 
in the literature and indicating both that PFO films with lower β-phase fraction 
exhibit higher PL quantum efficiency [42] and that simple white light exposure 
sharply retards the growth of conjugated polymer microstructures [15]. Finally, 
note that although there are many examples in the literature where illumination 
may alter or keep stable the optoelectronic properties of conjugated polymers [17,43–
46], yet the enhancement of PL via illumination might be, to the best of our knowledge, 
the only example where light has exhibited a beneficial impact on such a material. 

In order to study the impact of the type of light, used for the illumination 
of PFO films, on the PL enhancement, we have replaced the white light with other 
light sources (e.g., 365 nm, 385 nm, 445 nm, 525 nm and 623 nm). For example, a 
2-fold enhancement of PL in PFO films was also observed upon their illumination 
with light of a wavelength of 385 nm (Figure 3a). In this case, much shorter illumination 
times of up to only 40 s were sufficient to enhance the PL. Moreover, the general 
behavior of the IPL/Iref ratio with respect to the illumination time at 30 ⁰C and 70 ⁰C 
(Figure 3b-c), as well as with respect to the temperature when keeping the illumination 
time at 40 s (Figure 3d), was like that reported in Figure 1 for the white light. 

The enhancement of PL was also significant when utilizing 365 nm and 445 nm 
light sources (not shown). In contrary, when employing light of 525 nm and 623 nm 
for the illumination of PFO films, the PL enhancement was rather negligible and the 
maximum PL enhancement depended on the light intensity of each illumination source 
(not shown). Therefore, for a clearer comparison, we have further fixed the output power 
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Figure 3. (a) PL spectra of PFO films before and after their illumination at 70 ⁰C for various times. (b-c) 
PL enhancement of PFO films illuminated at 30 ⁰C (b) and at 70 ⁰C (c) as a function of illumination time. 
(d) PL enhancement of PFO films illuminated for 40 s while annealed at various temperatures. Square 
symbols show the PL changes taking place in control PFO films kept in dark. Illumination of films was 
performed using a 385 nm LED source with an output power of ~ 258 mW. Spectral components of 
glassy and β-phases are indicated by the dotted rectangular shapes in (a). 
 
 
of all light sources and measured the corresponding PL enhancements induced in PFO 
films upon illumination (Figure 4). The most significant enhancement of PL was 
observed when exciting the glassy phase at 385 nm, as at this wavelength the PFO 
system absorbs almost 100% of the incoming light (Figure 5a). Furthermore, when 
illuminating PFO films with light of 445 nm, a significant increase in PL was also 
noticed, even though the PFO system absorbs at this wavelength only a small 
fraction of the incoming light (see Figure 5a). This result could be explained by the 
fact that PFO molecules adopting a β-phase conformation absorb light around 435-
440 nm [34,35,38,39]. 
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Figure 4. PL spectra of PFO films before and after their illumination at 30 ⁰C for 1 hour, by employing 
385 nm (a), 445 nm (b), 525 nm (c) and 623 nm (d) LED sources. All these sources worked at an 
output power of 92 mW. 

 
In order to see how useful the PL enhancement would be for practical 

applications, we have broken an as spin cast PFO film in two pieces. One piece was 
simply monitored in dark in nitrogen atmosphere, as a control sample. The other 
piece was monitored during illumination for 90 minutes in nitrogen. Then, the 
illumination of the PFO film was stopped and the film was placed in dark in nitrogen 
atmosphere. We have then periodically measured the PL spectra of both films. The 
obtained results, summarized in Figure 5b, showed that the PL enhancement 
remained stable for 75 days, period after which the experiment was stopped. This 
was most probably due to the permanent and irreversible reduction of the β-phase 
induced by the illumination. Such irreversibility of the PL enhancement shows good 
potential for the future design of organic light emitting diodes. 
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Figure 5. (a) Normalized absorption spectrum (line) of an as spin-cast PFO thin film acquired at 30 ⁰C 
with the corresponding PL enhancement (symbols) obtained upon the illumination of its analogues 
using light of a specific wavelength. (b) PL enhancement measured using the total area under 
the peak for: a spin cast reference PFO film kept in dark (square symbols), a PFO film illuminated with 
white light (~ 200 mW) for various times (star symbols) and same film monitored in dark after the 
illumination was stopped (spherical symbols). All films were kept at 30 ⁰C in nitrogen atmosphere. 
 
 
CONCLUSIONS 

We have demonstrated an increase in PL intensity of about 2.2 folds for 
thin PFO films upon their illumination, in controlled atmosphere, with light of 
various wavelength and power. The PL enhancement was attributed to the changes 
in the glassy and β-phase fractions upon illumination and was proven to be stable 
for many tens of days. Our results showed that PL was increasing to a maximum with 
the decreasing of the β-phase fraction from around 11% to about 5%, as revealed by 
the FCA. Moreover, the PL enhancement was shown to depend on the temperature 
of PFO films. For temperatures below the Tg, a continuous increase in PL intensity 
with the time of illumination was measured. For temperatures around the Tg, we 
found an optimal illumination time at which the PL intensity was generally reaching 
its maximum value. At temperatures higher than Tg, the enhancement of PL was 
decreasing, most probably due to an increased mobility of PFO molecules caused 
by the transition to a less glassy state. 
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RASHBA FIELD CONTRIBUTION AND ELECTRIC FIELD CONTROL 
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ABSTRACT. The anatomy of the Perpendicular Magnetic Anisotropy (PMA) in 
magnetic multilayered thin film heterostructures and the possibility to efficiently 
manipulate it by external electric fields represent major issues for technological 
applications in magnetic data storage devices. Solving a standard quantum model 
based on a Stoner-Rashba Hamiltonian, we illustrate that the magnetic properties 
in ultrathin magnetic films arise from the competing components identified in the 
magnetic energy: the Rashba correction to the Stoner splitting, a pseudo-dipolar 
contribution to the anisotropy energy proportional to the electric field at the 
interface that would favor in-plane magnetization configuration and a uniaxial-like 
perpendicular anisotropy term. This last term is responsible on the perpendicular 
magnetization configuration in ultrathin films and depends on the square of the 
electric field at the surface of the film. Investigating the time evolution of the 
magnetic system, we described the macrospin magnetization dynamics in terms of 
a Rashba field induced magnetization precession. Despite its simplicity, the 
quantum approach underlines the basic issues related to the physical origin and 
the mechanisms of the perpendicular magnetization in ultrathin magnetic films 
and illustrates the capability of manipulation by external gating electric field, in 
experiments similarly to Nuclear Magnetic Resonance. 

Keywords: perpendicular magnetic anisotropy, electric field control of anisotropy, 
magnetic tunnel junctions, magnetic multilayer heterostructures. 
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INTRODUCTION  

The Perpendicular Magnetic Anisotropy (PMA) in ultrathin magnetic films 
represents nowadays one of the most developed experimental and theoretical 
topics in the magnetic data storage technologies. This is correlated to the enhanced 
thermal stability and the switching efficiency by spin-transfer-torque in magnetic 
random-access memories devices. A deep understanding of the fundamental 
physics related the PMA, its intrinsic anatomy and the possibility to control it by 
external stimuli (e.g. electric fields) in magnetic multilayer structures represents 
major issues for efficiently operating the magnetic random access memories 
(MRAM) devices [1]. Particularly, in case of ultrathin magnetic films, the magnetic 
anisotropy can be driven by interface effects. This opens the possibility of its control 
by external electric fields (E-field), that can be applied at the ferromagnetic film 
interface in cleverly designed spintronic device geometries. The non-zero interface 
electric fields affect the electronic properties of metallic interfaces and have a few 
monolayers penetration depth before vanishing by screening, when going in depth 
towards the bulk. Moreover, the E-field control of the anisotropy provides 
enhanced energetic efficiency [2] for operating the spintronic devices. Extremely 
low energy consumption levels, of few fJ/bit [3,4] and sub-nanosecond switching 
times [5] have been already experimentally demonstrated. 

Within these complex technological problematics, concerning the 
perpendicular magnetic anisotropy and its possibility to be manipulated, the basic 
understanding of the underlying physics represents a very important step. For 
describing the perpendicular magnetic anisotropy, often, more sophisticated 
ab-initio [6,7] and micromagnetic models are involved [8]. They underly electronic 
structure features responsible on the PMA: i.e., charge transfer and orbital 
population at the ferromagnetic metal/ insulator interface or interfacial Rashba 
field mechanisms illustrated by the bans structure analysis. On the other hand, 
the micromagnetic analysis incorporates other complex magnetic issues such as 
the magnetic anisotropy energy, its variation ratio with the electric field and 
magnetization damping phenomena. However, in this paper we illustrate that even 
a simple quantum model, based on a Stoner-Rashba Hamiltonian [9, 10] can be 
successfully used to depict major static and dynamic features related to the 
anatomy of the PMA in ultrathin films and its possibility to be toggled by external 
gating electric fields. The main results and predictions of this quantum analytical 
approach are in good qualitative agreement with the ones issued from more 
sophisticated DFT and micromagnetic calculations.
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THEORETICAL MODEL, RESULTS AND DISCUSSION 

In our paper, we develop a simple analytic quantum model based on the bi-
dimensional Rashba contribution to the spin-orbit interaction and we show that this 
interaction is responsible on the perpendicular magnetic anisotropy. The magnetism 
(e.g., the exchange interaction) is introduced via a Stoner contribution to the 
Hamiltonian that competes with the Rashba spin-orbit fields.  To build the Stoner-
Rashba Hamiltonian, we add a Dirac spin orbit contribution that includes the spin-
orbit effects to the band Stoner Hamiltonian. Therefore, in the total Hamiltonian 
(eq. 1) we easily recognize the kinetic free-electron contribution, the Stoner exchange, 
described in terms of an external molecular field J0, and the Dirac spin orbit 
contribution containing the spin-orbit effects. 𝐻ௌை = �̂�ଶ2𝑚 − 𝐽𝑚ෝ ⋅ 𝜎ො + ℏ2𝑚𝑐ଶ ∇ሬሬ⃗ 𝑉 ∙ (𝜎ො × �̂�) 

(1) 

The third term describing the coupling between the electron spin and its 
orbital is deduced from the Dirac equation for a relativistic electron, expanded to 
the lowest order in (𝑣/𝑐)ଶ (v and c are the electron and light velocities, respectively). 
A simple calculation (see Appendix 1) shows that for a central potential, the spin 
orbit contribution to the Hamiltonian describing the interaction between the 
carrier spin and the carrier momentum is proportional to the scalar product 
between the spin 𝑆 and the orbital 𝐿ሬ⃗  angular moments (with 𝜆 being the spin-orbit 
interaction constant): 𝐻ௌை = 𝜆𝐿ሬ⃗ ∙ 𝑆 . This self-comprehensive expression for the 
SO-component in the Hamiltonian gives the name for the spin-orbit interaction. 

In the Hamiltonian (1), m is the carrier (electron) mass, ℏ the reduced Planck 
constant, �̂� = ℏ𝑘  is the momentum operator; the vector 𝑚ෝ  is the magnetization 𝑀ሬሬ⃗  

unit vector: 𝑚ෝ = ெሬሬ⃗ெ  with the components: 𝑚ෝ  = (sinθ cosϕ, sinθ sin ϕ, cos θ)- see 
figure 1 and 𝜎ො = (𝜎ො௫ ,𝜎ො௬,𝜎ො௭൯ is the operator of the Pauli spin matrices: 𝜎ො௫ = ቀ0 11 0ቁ;  𝜎ො௬ = ቀ0 −𝑖𝑖 0 ቁ;  𝜎ො௭ = ቀ1 00 −1ቁ; 

related to the spin operator 𝑆መ = ℏଶ 𝜎ො and corresponding to the situation when the
oz axis is the quantization axis for the magnetic field.   
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Figure 1 

Geometry used in the analytical 
model, 𝑒௫, 𝑒௬, 𝑒௭ are the unit 
vectors of ox, oy, oz axes. The 
electric field will be applied along 
the oz axis, perpendicular to the 
plane of the magnetic film. 
 

The magnetic ultrathin film, having a thickness smaller than the mean free-
electron path, can be reasonably assimilated to a two-dimensional electron gas 
(2DEG) in which the electrons are only moving within the xoy plane. Therefore,  
the electron wave vector will have only in-plane components kII=(kx,ky). Moreover, 
our model assumes that an electric field is applied perpendicular to this plane:  𝐸ሬ⃗ ൌ ሺ0,0,𝐸௭ሻ. Later, we will reiterate that this field can be either an applied 
external field or an intrinsic electric field arising at the depletion zone when the 
ferromagnetic film is interfaced either with an insulator or with another metal (e.g., 
nonmagnetic) with different work-function or, the intrinsic field at the surface of 
the metallic film due to the symmetry breaking induced potential gradient. Within 
this model, considering the 2DEG with the confinement direction perpendicular to 
the propagation direction, we can calculate the vector product: 

 

( ) ( ) ( )ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆˆz y y z z x x z y x x yp x p p y p p z p pσ σ σ σ σ σ σ× = − − − + −  

(2) 

to find the expression of the Dirac third term in equation (1) within the hypothesis 
of our 2DEG model. 

If the electric field  𝐸ሬ⃗ ൌ െ∇𝑉  is applied along the oz axis, perpendicular to 
the 2DEG plane, we have: 

 

(3) 

ˆ ˆ ˆ
ˆ ˆ ˆ ˆ ˆx y z

x y z

x y z
p

p p p
σ σ σ σ× =

( ) ( )ˆ ˆ ˆ ˆ ˆ ˆx y y x
VV p p p
z

σ σ σ∂∇ ⋅ × = − −
∂
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This would lead to the Stoner-Rashba Hamiltonian, which is the particular 
case of the Stoner-Dirac Hamiltonian in case of a 2DEG with an electric field applied 
perpendicular to the electron mobility plane: 

𝐻 = �̂�ଶ2𝑚 − 𝐽𝑚ෝ ⋅ 𝜎ො + 𝛼ோℏ ൫𝜎ො௫�̂�௬ − 𝜎ො௬�̂�௫൯= ℏଶ𝑘ଶ2𝑚 − 𝐽𝑚ෝ ⋅ 𝜎ො + 𝛼ோ൫𝜎ො௫𝑘௬ − 𝜎ො௬𝑘௫൯
(4) 

with 𝛼ோ = ℏమଶబమ డడ௭  defining the Rashba coefficient. Because the electric field in our 

model has only a z component, we have: 𝐸ሬ⃗ = (0,0,𝐸௭) ⟹ ∇𝑉ሬሬሬሬሬ⃗ = డడ௭ 𝑒௭, which states 
that the Rashba coefficient is proportional with the z (perpendicular) component of 
the electric field. 

This approach leads to the following immediate conclusions: (i) the larger 
is the electric-field felt by the electron, the larger is the SO-coupling; (ii) in case of 
an atom, the E-field is proportional to the atomic number Z (E~Ze); this explains 
why the SO-coupling is larger for heavy atoms: Au (Z=79), Pt (Z=78), Pd (Z=46) than 
for 3d atoms: Cr (Z=24), Fe (Z=26),Co (Z=27), Ni (Z=28); (iii) the SO-coupling is 
exacerbated at the metal surfaces: i.e, the breaking of the translational symmetry 
in surface is equivalent to a potential gradient felt by the electron => electric field; 
(iv) in case when a metal-insulator (or metal semiconductor) interface is created in
a multilayer heterostructure, a depletion zone appears with corresponding significant
interfacial intrinsic electric field.

1. Stationary solution: eigenstates and eigenvalues

Within the Heisenberg-Dirac formalism, we solve the stationary Schrodinger
equation by diagonalizing the spin-orbit Hamiltonian and find the eigenvalues and 
the stationary eigenfunctions. 

The 𝑘௫ and 𝑘௬ wave vector operators commute with 𝐻, then the 
eigenfunctions of the system are: 

( ) ( )||( )
1 2 1 2

x yi k x k y ik re C C e C C+Ψ = + + − = + + −
   (5) 

 

The ሼ|+⟩, |−⟩} wave functions represent the up (UP) and down (DN) 
electron states of the z component of the spin (𝑆௭), they are orthonormal and form 
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a basis. We remember that, in our model, the z direction in the electron referential 
is chosen to be the quantization direction of the effective magnetic field Beff. leading 
to a diagonal 𝜎ො௭. 

The eigenvalues are issued from diagonalizing the Hamiltonian matrix (See 
Appendix 2) whose components are calculated within the ሼ|+⟩, |−⟩} basis. After 
solving the eigenvalues problem within the Heisenberg matrix formalism, we get: 

 𝜀± = ℏଶ𝑘ଶ2𝑚 ∓ට𝐽ଶ + 2𝐽𝛼ோ𝑘௫sin𝜃 + 𝛼ோଶ𝑘ଶ 
(6) 

 

or,   𝜀 = ℏమమଶ − 𝜎𝐽ට1 + ଶఈೃೣబ sin𝜃 + ఈೃమమబమ ;  𝜎 = ±1 (UP, DN) (7) 

A development in αk/J0<<1 (that would correspond to the common 
experimental situation when the Rashba interaction is much smaller than Stoner 
interaction) leads to: 𝜀ఙ(𝑘) = ℏమమଶ − 𝜎𝐽 ቀ1 + ଵଶ ఈೃమమబమ ቁ − 𝜎𝐽 ఈೃೣబ sin𝜃 + ଵଶ 𝜎𝐽 ఈೃమమೣబమ sinଶ𝜃 (8) 

In this equation we identify the following contributions:  
(1) the first kinetic term, corresponding to the free electron 2DEG with parabolic 

dispersion bands.  
(2) the second term represents the Rashba correction to the Stoner splitting. The 

proportionality with 𝛼ோ indicates a quadratic dependence of this contribution 
to the total energy with respect to the electric field.  

(3) the third term represents pseudo-dipolar contribution to the anisotropy energy. 
It favors the in-plane magnetization (minimum when 𝜃 = 𝜋/2). Because 𝛼ோ 
depends linearly on the electric field, the in-plane pseudo-dipolar contribution 
to the anisotropy will depend linearly on the electric field. 

(4) the fourth term corresponds to a uniaxial-like anisotropy. One can see that 
it favors the perpendicular to the film plane magnetization (energy minimum 
when 𝜃 = 0). Following the square dependence in 𝛼ோ, one can deduce that 
the pure Rashba mechanism induces a quadratic dependence of the uniaxial 
PMA with the electric field. 

The eigenvalues dispersion described by the equation (8) can be depicted 
by the band diagrams ε = εσ(k), schematically illustrated for both nonmagnetic  
(Fig. 2(a)) or magnetic case (Fig. 2(b)). 
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(a) (b) 

Figure 2. Band diagrams ε= εσ(k) corresponding to a (a) nonmagnetic case (b) magnetic 
case, as issued from diagonalizing the Stoner-Rashba Hamiltonian -image adapted  

from [10]. From eq. (6) the dispersion relations in the nonmagnetic case are: 𝜀± = ℏమమଶ ∓ 𝛼ோ𝑘, the magnetic case being described by eq. (8). 

We can further proceed with a geometric analysis of our result, as 
illustrated in the Figure 3. We introduce the following contributions to the total 
(effective) magnetic field: (1) the Stoner field 𝐵ሬ⃗  = ଶబఓಳ 𝑚ሬሬ⃗  and (2) the Rashba field𝐵ሬ⃗ ோ ∝ −𝑘ሬ⃗ × 𝐸ሬ⃗ = − ଶఈೃఓಳ ൫𝑘ሬ⃗ × 𝑒௭൯ that is perpendicular to the vectors k and E; i.e. the 
Rashba field lies in (xoy) plane, and is perpendicular to the (koE) plane. 

 

Figure 3. Geometric representation of the Stoner, Rashba and the effective field BT 
whose new quantization direction is defined by the angle γ. 
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Then, the total (effective) magnetic field 𝑩ሬሬ⃗ 𝑻 = 𝑩ሬሬ⃗ 𝑹+ 𝑩ሬሬ⃗ 𝟎 will write: 𝐵ሬ⃗ ் = 𝐵ሬ⃗  ቂ− ఈೃబ 𝑒௫ + ቀ𝑠𝑖𝑛𝜃 + ఈೃೣబ ቁ 𝑒௬ + cos𝜃𝑒௭ቃ = 𝐵ሬ⃗ 𝑚ᇱሬሬሬሬሬ⃗  (9) 

In this equation, the 𝑚ᇱሬሬሬሬሬ⃗  will define the new direction of quantization 
direction corresponding to the case when an electric field is applied. It is issued 
from the competition between the Rashba field 𝑩ሬሬ⃗ 𝑹, perpendicular to E and k, and 
the exchange field 𝑩ሬሬ⃗ 𝟎. The magnetization dynamics related to the new direction of 
quantization direction generates the second order in E contribution to the anisotropy 
(last term in eq. 8) and is identified as a Dzyalozinskii-Moryia (DMI) interaction 
mechanism [11]. 

A partial conclusion can be driven in this point about the main result of the 
static eigenvalue analysis: the Rashba spin-orbit interaction is responsible on 
a uniaxial-anisotropy energy. That, within the Dzyaloshinskii-Moriya approach [11], 
includes a second order in electric field E in plane pseudo-dipolar interaction and 
another contribution proportional to 𝑬𝟐/𝑱𝟎𝑺, issued from the competition between 
the first order in E Rashba-Dzyaloshinskii-Moriya and the exchange fields. An effective 𝑬𝟐 dependent perpendicular magnetic anisotropy may result in the situation when the 
Rashba-Dzyaloshinskii-Moriya term overcome the pseudo-dipolar E dependent one. 
Therefore, our simple Stoner-Rashba model, developed in the simplified case of 
quadratic free-electron dispersion framework, clearly indicates the interplay between 
the two terms in stabilizing the perpendicular magnetic anisotropy. We mention that 
the validity of results issued from this simplified free-electron approach has been 
further validated by band structure calculations [6] describing more accurately the 
localization of the wave-functions of 3d magnetic materials. 

2. Rashba induced magnetization precession

From the static analysis, geometrically depicted in Figure 3, we saw that if
initially (when E=0) the magnetization quantization axis is 𝑚ሬሬ⃗ , when the electric field 
E is switched on, due to the additional Rashba field BR, the newer quantization axis 
becomes 𝑚ᇱሬሬሬሬሬ⃗ . Consequently, when the electric field is applied, the spin magnetization, 
initially aligned along the Stoner field B0 will not be any more in a stationary state, 
and a time evolution is expected. Using quantum mechanics time evolution analysis, 
we demonstrate and quantify that the magnetization will preces around the new 
quantization axis 𝑚ᇱሬሬሬሬሬ⃗ . 

We focus our analysis on a simplified situation, analytical easier to be 
calculated, when we fix the initial condition with the magnetization parallel to oz 
(plane of the 2DEG); m||oz ( θ=0) that is the case of a sample with PMA. 
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Then, we calculate the eigenvectors corresponding to the 𝜀± eigenvalues, 
the stationary solutions being (See Appendix 2): |𝛹ఌା〉 = 𝑒ሬ⃗ ⋅⃗ ൬cos 𝛾2 𝑒ఝଶ | +〉 − sin 𝛾2 𝑒ିఝଶ | −〉൰|𝛹ఌି〉 = 𝑒ሬ⃗ ⋅⃗ ൬sin 𝛾2 𝑒ఝଶ | +〉 + cos 𝛾2 𝑒ିఝଶ | −〉൰ (10) 

The Hamiltonian being not explicitly dependent on time, the time 
dependence of the wave functions is simply introduced via some phase terms: |𝛹(𝑡)〉 = 𝐶ା(0)𝑒ିℏఌశ௧|𝛹ఌା〉 + 𝐶ି(0)𝑒ିℏఌష௧|𝛹ఌି〉𝐶ା(𝑡) = 𝐶ା(0)𝑒ିℏఌశ௧𝐶ି(𝑡) = 𝐶ି(0)𝑒ିℏఌష௧ ; 𝜀± = ℏଶ𝑘ଶ2𝑚 ∓ට𝐽ଶ + 𝛼ோଶ𝑘ଶ 

(11) 

 

Figure 4 

In-plane wave-vector of an electron 
in a 2DEG.  

These time-dependent wave vectors are further used to calculate the 
average (expectation) value of the spin operators: 〈𝑆መ௫〉, 〈𝑆መ௬〉, 〈𝑆መ௭〉. 

Within the Dirac formalism, the average (expectation) value of an operator is: 〈𝐴〉 = 〈𝛹(𝑡)|𝑨|𝛹(𝑡)〉 (12) 

With the bra and ket wave-vectors written as:  |𝛹(𝑡)〉 = ൬𝐶ା(𝑡)𝐶ି(𝑡)൰ ;  〈𝛹(𝑡)| = (𝐶ା∗(𝑡) 𝐶∗ି(𝑡))  (13) 

Therefore, the average values will be: 〈𝑆⌢௫〉 = ℏℜ𝑒ሾ𝐶ା∗(𝑡)𝐶ି(𝑡)ሿ〈𝑆⌢௬〉 = ℏℑ𝑚ሾ𝐶ା∗(𝑡)𝐶ି(𝑡)ሿ〈𝑆⌢௭〉 = ℏଶ ሾ𝐶ା∗(𝑡)𝐶ା(𝑡) − 𝐶∗ି(𝑡)𝐶ି(𝑡)ሿ (14) 
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If initially, in a most general case the magnetization would make an angle 
δ with respect to  m’ (see Figure 5),  we  can  write: 𝐶ା(0) = cos ఋଶ ;𝐶ି(0) = sin ఋଶ.
When δ= – γ  we find back the situation when, initially, m||oz.

 

Figure 5 

Initial geometry for the time-dependent 
analysis. 

The calculations of the average values, after some simple math, leads to: 

⎩⎪⎨
⎪⎧ 〈𝑆መ௫〉 = ℏଶ ቂcosଶ ఊଶ cos ቀଶ௧ℏ + 𝜑ቁ − sinଶ ఊଶ cos ቀଶ௧ℏ − 𝜑ቁቃ〈𝑆መ௬〉 = −ℏଶ ቂ𝑐𝑜𝑠ଶ ఊଶ 𝑠𝑖𝑛 ቀଶ௧ℏ + 𝜑ቁ + 𝑠𝑖𝑛ଶ ఊଶ 𝑠𝑖𝑛 ቀଶ௧ℏ − 𝜑ቁቃ〈𝑆መ௭〉 = ℏଶ ቂsin 𝛾 cos ቀଶ௧ℏ ቁቃ (15) 

These set of three equations (15) describes the spin precession (and 
therefore the magnetization precession) around the m’ direction, that is the 
quantization direction of the effective (total field, Rashba + Stoner): 𝑩ሬሬ⃗ 𝑻 = 𝑩ሬሬ⃗ 𝑹+ 𝑩ሬሬ⃗ 𝟎 
described by a total (effective) molecular field: 𝐽 = 𝐽 = ඥ𝐽ଶ + 𝛼ଶ𝑘ଶ (16) 

The corresponding angular frequency (Larmor) for the precession will be: 

𝛺 = ଶℏ = ଶටబమାఈమమℏ (17) 

Geometrically, this magnetization precession around the molecular total 
(effective) field is illustrated in Figure 6. One can see that the magnetization will 
preces with an angle equal to  π (that would correspond to a toggle-like switch or 
reversal) if we apply a pulse of electric field with a time length equal to half of the 
Larmor period 𝑡ଵ/ଶ = ଶ் = గℏଶටబమାఈమమ. Therefore, under a pulse of perpendicular 

electric field applied to a magnetic 2D electron gas (that mimics an ultrathin 
magnetic film), we have a magnetization dynamic, similarly to a Nuclear Magnetic 
Resonance (NMR) experiment. Here, the E-field, via the related Rashba magnetic 
field BR, plays the role of the radiofrequency (RF) in-plane magnetic field in NMR 
experiments. 

x
y

z m’
γ δ
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Figure 6 

Magnetization precession 
around the molecular total 
field whose quantization 
direction is defined by m’. 

Our result indicates that NMR-like experiments can be successfully performed. 
Using pulses of laser, polarized with a component perpendicular to the film surface, 
the magnetization can be precesionally switched. However, more dedicated, and realistic 
experiments for the electric field toggling of the magnetization are commonly performed 
in lithographically patterned spintronic devices where a gating insulator is used for 
applying the field [12] or via the tunnel barrier in a magnetic tunnel junction) [13]. 

We can further add the following concluding remarks. The spin precession 
in external electric field is related to the spin-orbit interaction in the 2DEG (Rashba 
effect). The origin of this interaction is relativistic and has been addressed here using a 
“non-relativistic” Dirac Hamiltonian, deduced from the Dirac equation for a relativistic 
electron expanded to the lowest order in (𝑣/𝑐)ଶ.  Note that even a classical 
relativistic gedanken analysis can phenomenologically explain the precession of a 
spin induced by an applied electric field. Therefore. an electron, moving with the 
velocity �⃗� in an external field 𝐸ሬ⃗  , would “feel” in its own referential an effective 
magnetic field perpendicular on the direction of motion: 𝐵ሬ⃗ = −௩ሬ⃗ ×ாሬ⃗మ  . This magnetic 
field (i.e., Rashba field in our case) will lead to the spin Larmor precession. 

Finally, we reiterate the important fact that the electric field used in our model 
can be either an external applied field, or, in realistic thin film heterostructures, an 
intrinsic electric field at the interface between a ferromagnetic ultrathin film and 
an insulator or a nonmagnetic metal with different workfunctions, or at the surface of 
the film due to the potential gradient related to the symmetry breaking. Independent 
of his origin, the existence of this electric field is responsible in ultrathin magnetic films 
on the perpendicular magnetic anisotropy [7]. We underline the fact that, in case 
of a surface or interface intrinsic electric field in multi-layered heterostructures, this 
field can be further modified by applying an external electric field. Moreover, as a 
function of the orientation of the external electric field, the intrinsic E-field can be 
increased or decreased. Having in view the PMA dependence on the net electric 
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field felt by the 2DEG electrons, this would explain the possibility of controlling the 
anisotropy magnitude by the electric field (increase/decrease). In the literature, 
because the electric field is often generated by a biasing voltage, this phenomenon 
is called Voltage-Controlled-Magnetic-Anisotropy (VCMA) [14].   

Beyond this simple quantum description, a more accurate study of the 
magnetization dynamics can be further performed within the Landau-Lifshitz-
Gilbert (LLG) equation approach. That would consider the anisotropy energies, their 
dependence with respect to the electric field (that would affect the magnetic free-
energy landscape), the phenomenological Gilbert damping contribution to the 
magnetization dynamics [8] and, beyond the macrospin approach, the micromagnetic 
features of E-field toggling experiments in realistic patterned nanopillars based on 
ultrathin magnetic films. 

CONCLUSIONS 

Based on a Stoner-Rashba Hamiltonian approach, we underlined important 
static and dynamic issues related to the origin of the perpendicular magnetic anisotropy 
in ultrathin magnetic films, modelled as 2DEG magnetic systems. First, the static 
eigenvalue and eigenvector analysis show that the Rashba spin-orbit interaction leads to 
a uniaxial-anisotropy energy with a Stoner splitting, an in-plane pseudo-dipolar 
(proportional to the electric field E) and an out-of-plane (E2 dependent) competing 
contributions.  Therefore, an effective perpendicular magnetic anisotropy may result 
when the Rashba-Dzyaloshinskii-Moriya term overcome the pseudo-dipolar one. Second, 
the time dependent analysis performed in case of the time-independent Stoner-Rashba 
Hamiltonian, illustrate that when an electric field is applied perpendicularly to the 
surface of the magnetic ultrathin film, the magnetization will preces around a new 
quantization axis corresponding to a net magnetic field resulting from vector sum 
of the initial Stoner field and the E-field induced Rashba field. If the time length of 
a pulse of an applied electric field is equal to half of the Larmor precession period, 
magnetization toggling experiments NMR-like can be performed. Our results have been 
qualitatively confirmed and validated by more complex ab-initio and micromagnetic 
simulations that include more complex aspects. 

ACKNOWLEDGEMENTS 

C.T. acknowledges funding from the project «MODESKY» ID PN-III-P4-ID-
PCE-2020-0230, No. UEFISCDI: PCE 245/02.11.2021. Moreover, the implementation 
of the current research further confirms and sustains the durability of previous 
funding projects: «SPINTRONIC» POS CCE Project: ID. 574, cod SMIS-CSNR 12467, 
«SPINTAIL» ID PN-II-PCE-2012-4-0315, No. UEFISCDI:23/29.08.2013 and «EMERSPIN» ID 
PN-III-P4-ID-PCE-2016-0143, No. UEFISCDI:22/12.07.2017. 

102 



RASHBA FIELD CONTRIBUTION AND ELECTRIC FIELD CONTROL OF THE MAGNETIC ANISOTROPY 

103 

APPENDIX 1:  
THE SPIN-ORBIT HAMILTONIAN FOR A CENTRAL (SPHERICAL) POTENTIAL 

The spin-orbit Dirac term that considers the spin-orbit interaction is 
obtained from the Dirac equation for a relativistic electron, expanded to the lowest 
order in (𝑣/𝑐)ଶ. Therefore, the non-relativistic Dirac Hamiltonian is: 𝐻ௌை = ℏ2𝑚𝑐ଶ ∇ሬሬ⃗ 𝑉 ∙ (𝜎ො × �̂�) 

Using some circular rules for the mixed vector product: �⃗� ∙ ൫𝑏ሬ⃗ × 𝑐൯ = 𝑏ሬ⃗ ∙ (𝑐 × �⃗�) = −𝑏ሬ⃗ ∙ (�⃗� × 𝑐) 
we can rewrite: 𝐻ௌை = − ℏ2𝑚𝑐ଶ 𝜎ො ∙ ൫∇ሬሬ⃗ 𝑉 × �̂�൯ = − ℏ2𝑚𝑐ଶ ൫∇ሬሬ⃗ 𝑉 × �̂�൯ ∙ 𝜎ො 

Moreover, for a spherical symmetry, the gradient nabla ∇ሬሬ⃗  operator can be 
written in spherical coordinates as. ∇ሬሬ⃗ = 𝜕𝜕𝑟 �̂� + 1𝑟 𝜕𝜕𝜃 𝜃 + 1𝑟 sin𝜃 𝜕𝜕𝜑𝜑ො  

In case of a central potential V having a spherical symmetry, V will only 
depend on r being independent on θ and 𝜑. Thus, in this case: ∇ሬሬ⃗ 𝑉 = 𝜕𝑉𝜕𝑟 �̂� = 𝜕𝑉𝜕𝑟 𝑟𝑟 = 1𝑟 𝜕𝑉𝜕𝑟 𝑟 

This will lead to: 𝐻ௌை = − ℏଶబమ ଵ డడ (𝑟 × �̂�) ∙ 𝜎ො 
In this equation, we recognize the orbital moment of the electron: 𝐿ሬ⃗ = 𝑟 × �̂� whereas the Pauli spin operator 𝜎ො is related to the spin momentum 

operator via 𝑆መ = ℏଶ 𝜎ො. Within these circumstances: 𝐻ௌை = 𝜆𝐿ሬ⃗ ∙ 𝑆 

with  𝜆 = − ଵబమ ଵ డడ  the spin-orbit constant, proportional to the gradient of the 
potential (electric field). One can easily correlate the spin-orbit to 𝜆 coefficient and 
the Rashba constant 𝛼ோ = ℏమଶబమ డడ௭  , deduced in case of a non-spherical potential 
varying along the z direction perpendicular to the surface of a 2DEG. Beyond some 
constants, the most important common feature is their similar dependence on the 
potential gradient, so on the electric field. 
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APPENDIX 2: 
THE STONER-RASHBA HAMILTONIAN MATRIX:  

EIGENVALUES AND STATIONARY EIGENVECTORS 

The Stoner-Rashba Hamiltonian is: 𝐻 = �̂�ଶ2𝑚 − 𝐽𝑚ෝ ⋅ 𝜎ො + 𝛼ோℏ ൫𝜎ො௫�̂�௬ − 𝜎ො௬�̂�௫൯ = ℏଶ𝑘ଶ2𝑚 − 𝐽𝑚ෝ ⋅ 𝜎ො + 𝛼ோ൫𝜎ො௫𝑘௬ − 𝜎ො௬𝑘௫൯
and the Pauli matrices: 𝜎ො௫ = ቀ0 11 0ቁ; 𝜎ො௬ = ቀ0 −𝑖𝑖 0 ቁ;  𝜎ො௭ = ቀ1 00 −1ቁ; 

With ሼ|𝑖⟩, |𝑗⟩} belonging to the ሼ|+⟩, |−⟩} orthonormal basis ⟨𝑖|𝑗⟩ = 𝛿 
(Kronecker delta symbol), one can calculate the matrix elements of the Hamiltonian 𝐻: 𝐻 = ൻ𝑖ห𝐻ห𝑗ൿ 

For the free particle kinetic (first term) we get the diagonal Hamiltonian: 

𝐻ி = ⎝⎜
⎛ℏଶ𝑘ଶ2𝑚 00 ℏଶ𝑘ଶ2𝑚 ⎠⎟

⎞
For the Stoner term, we explicit the scalar product: 𝑚ሬሬ⃗ ∙ 𝜎ො = 𝑚௫𝜎௫ + 𝑚௬𝜎௬ + 𝑚௭𝜎௭ = sin𝜃 𝜎௬ + cos𝜃 𝜎௭, 

in case when we consider a simplified configuration when  ϕ =π/2 (Figure 1), so that 𝑚ෝ  = (0, sinθ, cos θ)   
Then, we get the explicit form for the Stoner term: 𝐻ௌ = −𝐽൫sin𝜃 𝜎௬ + cos 𝜃 𝜎௭൯ 

Introducing the Pauli matrices, we get a Stoner Hamiltonian. 𝐻ௌ = −𝐽 ቀ cos𝜃 −𝑖 sin𝜃𝑖 sin𝜃 − cos𝜃ቁ 

Note that the Stoner Hamiltonian matrix is non-diagonal because the 
chosen magnetization direction θ does not correspond to the z quantization axis, 
initially considered for the definition of the Pauli matrices.  

For the Rashba term 𝐻ோ =  𝛼ோ൫𝜎ො௫𝑘௬ − 𝜎ො௬𝑘௫൯ the matrix elements can be 
calculated by explicitly introducing the Pauli matrices definition: 
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𝐻ோ =  𝛼ோ ቆ 0 𝑘௬ + 𝑖𝑘௫𝑘௬ − 𝑖𝑘௫ 0 ቇ 
Adding all the contributions, one finds that the matrix of the total 

Hamiltonian is: 

𝐻் = ⎝⎜
⎛ ℏଶ𝑘ଶ2𝑚 − 𝐽 cos 𝜃 𝑖𝐽 sin𝜃 + 𝛼ோ൫𝑘௬ + 𝑖𝑘௫൯−𝑖𝐽 sin𝜃 + 𝛼ோ൫𝑘௬ − 𝑖𝑘௫൯ ℏଶ𝑘ଶ2𝑚 + 𝐽 cos𝜃 ⎠⎟

⎞
One can observe that the Hamiltonian matrix is non-diagonal, therefore 

the |+⟩ and |– ⟩ states are not eigenstates of the Hamiltonian (system). 

The eigenvalues can be calculated by solving the linear algebra 
eigenvalues equation: det൫𝐻் − 𝜆𝐼መ൯ = 0 
where 𝐼መ = ቀ1 00 1ቁ is the unit 2×2 matrix. 

Some elementary algebra leads to: 𝜆ଵ,ଶ = 𝜀± = ℏమమଶ ∓ ඥ𝐽ଶ + 2𝐽𝛼ோ𝑘௫sin𝜃 + 𝛼ோଶ𝑘ଶ ;

with 𝜎 = ±1 (up, dn) and 𝑘 = (𝑘௫ ,𝑘௬ , 0). 
The eigenvectors corresponding to these eigenvalues are calculated from 

the linear algebra equation: ൫𝐻் − 𝜆𝐼መ൯ ቀ𝑢𝑣ቁ = 0 
with 𝜆ଵ,ଶ = 𝜀±. 

Some elementary algebra leads to the stationary eigenvectors: |𝛹ఌା〉 = 𝑒ሬ⃗ ⋅⃗ ൬cos 𝛾2 𝑒ఝଶ | +〉 − sin 𝛾2 𝑒ିఝଶ | −〉൰|𝛹ఌି〉 = 𝑒ሬ⃗ ⋅⃗ ൬sin 𝛾2 𝑒ఝଶ | +〉 + cos 𝛾2 𝑒ିఝଶ | −〉൰
The phase factor 𝜑 is related to the in-plane orientation of the wave vector k. 

Figure A2.1 Geometrical interpretation of the phase factor 𝜑 
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VIBRATIONAL FEATURES OF DIPHENYLHYDANTOIN 

R. LUCHIAN1, Z. BORSAY1, D. MANIU1,
N. LEOPOLD1, V. CHIŞ1* 

ABSTRACT. The molecular vibrations of diphenylhydantoin (DPH) were investigated 
in crystalline sample at room temperature, by using Fourier transform infrared (FT-IR), 
FT- and conventional Raman spectroscopies. Furthermore, density functional theory 
(DFT) calculations were utilized to confirm and clarify the experimental data. Two 
methods were evaluated for accurate prediction of the vibrational spectra: 
i) vibrational anharmonic calculations on DPH monomer based on the second-order
perturbation theory; ii) harmonic calculations on a cluster of five DPH molecules.

Keywords: Diphenylhydantoin, FT-IR, Raman, DFT, anharmonic, cluster model. 

1. INTRODUCTION

Diphenylhydantoin (DPH - IUPAC name 5,5-diphenylimidazolidine-2,4-dione) 
(see Fig. 1), is a sodium channel protein inhibitor and one of the most used drug 
indicated for the treatment of epilepsy [1,2]. It acts on sodium channels on the 
neuronal cell membrane, dampening the unwanted brain activity seen in seizure, 
by reducing electrical conductance among brain cells. This molecule is also an 
effective drug used for the treatment of arrhythmias. 

For monitoring the excretion of the drug and its metabolites [3] by 
vibrational techniques, a precise description of its normal modes is mandatory. For 
this reason, here we report a detailed investigation on the vibrational features of 
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this molecule. A second objective was to compare two different techniques used 
for the assignment of vibrational IR and Raman spectra (anharmonic and cluster model 
calculations) [4]. The present study complete the spectroscopical data reported earlier 
by some of us [5]. 

Fig. 1. Geometric structure of the most stable conformer DHP optimized in gas-phase at 
B3LYP/6-31G+(2d,2p) level of theory, with the atom numbering and labels. 

2. EXPERIMENTAL DETAILS

DPH of 99 % purity was purchased from a standard commercial source (Alfa 
Aesar) and used without further purification.  

FT-IR spectra for of DPH powder sample were recorded at room 
temperature on a conventional Equinox 55 FT-IR spectrometer equipped with an 
InGaAs detector and by using KBr (Merck UVASOL) tablet samples. IR spectra were 
recorded with a resolution of 2 cm-1 by co-adding 40 scans.  

The FT-Raman spectra were recorded in a backscattering geometry with a 
Bruker FRA 106/S Raman accessory with nitrogen cooled Ge detector. The 1064-
nm Nd:YAG laser was used as excitation source and the laser power was set to 
350 mW and the spectra were recorded with a resolution of 2 cm-1 by co-adding 
200 scans. 

The conventional Raman spectra of DPH powder were recorded at room 
temperature using a Renishaw inVia Reflex Raman spectrometer equipped with a 
RenCam CCD detector. The 325 nm, 532 nm, 633 nm and 785 nm laser excitation 
lines were used in this study. 
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3. COMPUTATIONAL DETAILS

 The optimization of DPH geometry and calculations of normal modes were 
performed with the Gaussian16 software package [6] by using DFT approaches. The 
hybrid B3LYP [7-10] and APFD [11] exchange-correlation functionals were used in 
conjunction with the Pople’s type split-valence 6-311+G(2d,p) basis set [12]. To 
compute the vibrational spectra of DPH we used a cluster model comprising five 
molecules, able to capture the hydrogen bonding interactions taking place in solid 
state. For this model we employed the ONIOM QM:QM approach, treating the 
relaxed molecule and the four neighboring molecules at B3LYP/6-311+G(2d,p) and 
B3LYP/3-21G level of theory, respectively (see Fig. 2). Moreover, for the monomer 
model we tested the performance of the anharmonic approximation for 
reproducing the Raman spectrum of DPH, the calculations being performed at 
APDF/6-311+G(2d,p) level of theory, in gas-phase [4]. 

Fig. 2. Cluster model of DPH optimized at the ONIOM(B3LYP/6-311+G(2d,p): 
B3LYP/3-21G)) level of theory (central molecule – ball and stick model,  

neighboring molecules – stick model). 

The mode assignments were aided by direct comparison between 
experimental and calculated spectra and by comparisons with vibrational spectra 
of similar compounds like hydantoin [13-17] and phenyl radical [18]. 
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4. RESULTS AND DISCUSSIONS

The normal modes of DPH have been previously investigated by using 
IR [19] and Raman [20] techniques. For a reliable assignment of the Raman 
spectrum of DPH, in this study we based on the comparison with the Raman 
spectrum of 2,4-imidazolidinedione [15], as well as on the DFT calculated Raman 
spectrum of a cluster composed of 5 DPH molecules and on the calculated 
anharmonic spectrum of the DPH monomer in gas-phase. 

In Fig. 3 and Fig. 4 are given the experimental FT-IR and Raman spectra, and 
in Table 1 are listed the experimental and calculated normal modes along with their 
IR and Raman intensities. The experimental Raman spectrum was obtained with 
five excitation laser lines of 325, 532, 633, 785 and 1064 nm. 

Fig. 3. Experimental FT-IR and calculated spectra (ONIOM(B3LYP/6-311+G(2d,p): 
B3LYP/3-21G)) of powdered DPH at room temperature 

Fig. 5 illustrates the calculated Raman spectrum of DPH using the two 
models with different computational methodologies, along with the experimental 
Raman spectrum recorded by using the 633 nm laser line. The upper curve represents 
the calculated spectrum based on the QM:QM methodology where for the low 
layer comprising the 4 neighboring molecules (see Fig. 2) we used the B3LYP/3-21G 
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level of theory, while for the high level comprising only one molecule which was 
fully optimized we used the B3LYP/6-311+G(2d,p) level of theory. For the harmonic 
calculations the computed wavenumbers were scaled non-uniformly using scaling 
factors, derived for three spectral regions by fitting the wavenumbers corresponding 
to the most intense calculated Raman bands to their experimental counterparts. Thus, 
0.955, 0.968 and 0.975 factors determined for 𝜈 > 2800 cm-1, 1700 <  𝜈 < 2000 cm-1, 𝜈 < 1700 cm-1, respectively. It is worth mentioning that no scaling procedure was 
found in the literature for such QM:QM approaches. 

Fig. 4. Experimental Raman spectra of powdered DPH at room temperature 
recorded with five laser excitation lines 

The second computational methodology uses the monomer model 
solvated in water and the calculations were performed based on the anharmonic 
approximation [21, 22], rooted into the second-order vibrational perturbation 
theory [23], at APFD/6-311+G(2d,p) level of theory. No frequency scaling was 
applied in this case.  
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Fig. 5. Top: QM:QM calculated Raman spectrum of DPH; middle: Experimental Raman 
spectrum of powdered DPH at room temperature (633 nm laser line); bottom: Calculated 
anharmonic Raman spectrum of DPH in gas-phase at APDF/6-311+G(2d,p) level of theory. 

As seen in Fig. 5, the experimental spectrum is much better reproduced by 
the cluster model treated within the ONIOM approach in the whole spectral range. 
We particularly note the excellent agreement for the Raman bands associated with 
the carbonyl stretches around 1755 cm-1, the group of Raman bands between 983-
1032 cm-1, but also the spectral features observed in the 1072-1234 cm-1 and 602-
784 cm-1 spectral ranges.  

It is worth mentioning that, besides providing much better agreement with 
the experimental data, the quantum chemical calculations on cluster model take 
the advantage over the anharmonic calculations, being two orders of magnitude 
much faster. Thus, the total job CPU time in the case of ONIOM methodology was 
24 hours and 23 minutes, compared to 3182 hours and 43 minutes for the anharmonic 
calculations. 
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Fig. 6. Raman spectra of DPH recorded with 5 excitation laser lines, 
normalized to the most intense band at 1002 cm-1. 

The last column in Table 1 contains the motions that contribute the most 
to the different normal modes according to the ONIOM(QM:QM) theoretical data. 

We shall first note that the IR bands observed for DPH at 1774 and 1717 
cm-1 correspond to the most intense experimental IR bands at 1779 and 1717 cm-1

for hydantoin. Other IR bands of hydantoin (3265, 1296, 641, and 440 cm-1 [15])
observed in the spectrum of DPH are those located at 3272, 1285, 641 and 453 cm-1.

The Raman bands characteristic for hydantoin (2977, 1735, 1698, 1071, 
1000, 908, 642 and 414 cm-1 [15]) that can be seen in the spectrum of DPH are very 
close to their position in DPH but with significant lower intensity (2976, 1737, 1698, 
1072, 1003, 914, 640 and 429 cm-1). On the other hand, two strong Raman bands 
in the hydantoin's spectrum at 1422 and 580 cm-1 are not observed in the DPH's 
spectrum. 

As seen in Fig. 3 and 4, at least three peaks can be identified in the IR and 
Raman spectrum of DPH in the spectral range characteristic for carbonyl group 
stretchings.   
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Due to its NH and C=O groups, DPH is available for hydrogen bonding, in 
solid state, as well as in liquid state. Consequently, the vibrations of the carbonyl 
groups are expected to be strongly affected by such interactions, both in their 
positions and intensities [24]. As shown in Table 1, we assigned the bands around 
1750 cm-1 to free and hydrogen bonded carbonyl groups symmetric and asymmetric 
stretchings. The most intense IR bands for DPH are also the most intense in the IR 
spectrum of hydantoin. 

DPH in solid sample shows the most intense peak in the IR spectrum at 
1717, 1742, 1774 cm-1 and the set of fundamental bands at 3066, 3209, 3272 and 
3479 cm-1. Based on the DFT calculations the first set of peaks is assigned to the 
carbonyl vibrations coupled to the bending of the amide groups in the five-membered 
ring. The differences between the peaks are due to hydrogen intermolecular interaction 
and to symmetric or anti-symmetric nature of the stretchings. 

From the second set, the peak at 3066 cm-1 is characteristic for aromatic 
C-H stretching and the others bands are assigned to the symmetric and anti-
symmetric stretchings of the amide groups vibrations (νs(NH) and νas(NH)).

In the Raman spectrum of the solid DPH sample recorded with the 532 nm 
laser line one can observe the very intense bands at 1750 cm-1 and 3066 cm-1. The 
computed data suggest that they are due to the symmetric stretching of the H-
bonded C=O group, while the high wavenumber corresponds to the symmetric CH 
stretchings in the phenyl rings. 

Other characteristic Raman bands of DPH are observed at 1601, and 1583 
cm-1 (633 nm excited spectrum), both of them corresponding to the CC stretchings 
in the phenyl groups. The band at 1194 cm-1 is due to the stretching between the 
hydantoin and phenyl groups. No Raman band is observed for hydantoin in this 
region.

The band at 1003 cm-1 is the most intense in the Raman spectrum of DPH 
and it is due to a complex mode involving CCC bendings in phenyl groups as well 
as CNC bendings in the hydantoin group. The Raman spectrum of pure hydantoin 
shows a weak band at 1000 cm-1. 

It is worth mentioning the presence of a strong band at 1422 cm-1 in the 
Raman spectrum of hydantoin. According to our calculated data, it corresponds to 
β(CH2) vibrations and, as expectedly, it does not appear in the DPH's Raman 
spectrum because the CH2 group does not exist in this molecule. Another hydantoin 
band that vanishes in the Raman spectrum of DPH is seen at 580 cm-1 and it is 
assigned to the out-of-plane deformation of hydantoin coupled to CH2 rocking 
vibration. This deformation is hampered in DPH due to the connection to phenyl 
groups, thereby explaining the extinction of the corresponding band. 
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Table 1. Experimental and calculated wavenumbers (cm-1)  
for DPH using the cluster model - QM:QM methodology and monomer model - 

anharmonic approximation) (see text for details). 

Experimental wavenumber (cm-1) Calculated 
wavenumbers (cm-1) Assignments based  

on cluster model  
(QM:QM methodology) FT-IR 

FT-
Raman 

1064 nm 

Raman 
785 nm 

Raman 
633 nm 

Raman 
532 nm 

Raman 
325 nm Monomer 

anharmonic 
Cluster 

QM:QM 
 162 163 162 162 133 166 τ(Im) 
 220 220 220 218 230 221 τ(Im)+τ(Ph) 
 250 250 250 249 253 240 256 τ(Ph) 
 285 285 285 285 289 283 296 ν(Ph-Im) 
 333 334 334 333 323 350 δ(CCN)Ph-Im 

 352 353 353 351 366 355 ρ(Ph) 
429 429 429 429 427 435 454 429 β(C=O)Im 

521 519 520 519 518 537 545 γ(Ph) 
618 617 617 617 616 618 651 617 δ(CCC)Ph 

641 640 640 640 640 645 658 654 [δ(CCN)+δ(CNC)+δ(NCN)]Im 

697 686 687 687 685 687 672 704 δ(CCC)Ph 

745 744 745 746 743 749 742 764 γ(Ph) 
787 783 783 784 783 783 795 794 δ(Im)+γ(CH)Ph 

845 840 841 841 841 844 840 860 [γ(CC)+γ(CH)]Ph 

910 914 915 914 912 916 917 924 γ(Im)+ν(CC)Im-Ph 

936 937 937 938 936 938 945 942 γ(CH)Ph 
983 982 983 983 982 983 994 982 γ(CH)Ph 

999 1002 1002 1003 1001 1006 1017 999 δ(CCC)Ph+δ(NCC)Im+δ(CNC)Im 

1015 1014 1014 1015 1011 1020 1022 δ(NCC)Im 

1031 1031 1031 1032 1029 1032 1038 1030 δ(CCC)Ph 

1071 1072 1072 1071 1070 1070 1081 1065 ν(CN)Im 

1118 1117 1118 1118 1116 1121 1120 1112 δ(CCC)Ph+ν(CN)Im 

1156 1157 1157 1158 1155 1158 1165 1156 β(CH)Ph 

1195 1193 1193 1194 1191 1195 1210 1197 ν(CC)Ph-Im+β(CH)Ph 

1231 - - - - - 1237 1237 ν(CN)+ν(CC)Im 

1362 1359 1359 1360 1359 1361 1377 1384 [ν(CN)+β(NH)]Im 
1401 1401 1402 1402 1400 1403 1385 1405 [ν(CN)+β(NH)]Im 
1448 1448 1449 1450 1457 1450 1440 1457 ν(CN)Im+β(NH)Im+β(CH)Ph 
1495 1493 1493 1495 1493 - 1498 1502 ν(CC)Ph-Im+β(CH)Ph 

- 1582 1582 1583 1580 1583 1604 1580 ν(CC)Ph 
1598 1599 1599 1601 1598 1601 1621 1601 ν(CC)Ph 

1717 - - 1699 - 1700 1734 1695 νas(C=O)Im H bonded 
- 1736 1736 1737 1734 1733 - - νas(C=O)Im free 

1742 1753 1753 1755 1750 1757 1795 1760 νs(C=O)Im H bonded 
1774 1769 1770 1770 1769 1776 - - νs(C=O)Im free 
3038 3034 - - - - 3062 3041 νas(CH)Ph 

3066 3066 3070 3069 3062 3070 3082 3067 νs(CH)Ph 

3209 3192 - 3197 3191 3199 3492 3051 νas(NH)Im 

3272 3276 - 3270 - 3284 3510 3282 νs(NH)Im 
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 Comparing the accuracy of the two used computational methodologies, it 
is evident that the anharmonic approximation provides better calculated frequencies 
for only 10 peaks, out of the total of 37 (see Table 1). Seven of the 10 cases correspond 
to low wavenumbers, between 240 – 917 cm-1, and all of them are assigned to out-
of-plane vibrations. The rest of three bands are found between 1020 – 1498 cm-1 
and they correspond to δ(NCC), ν(CN)+β(NH) and ν(CC)+β(CH) normal modes. In 
addition, excepting the high wavenumbers, the largest discrepancies between the 
anharmonic and cluster computational methodologies was noted for the symmetric 
stretches of the C=O H-bonded groups. 

The assignments given in Table 1 contains also the group involved in each 
vibration and for this reason we will not discuss in more details the two vibrational 
spectra of DPH. We emphasize here that reliable assignments of the vibrational 
bands of complex molecular structures like active pharmaceutical ingredients can only 
be obtained by analyzing also the spectra of the constituting groups, if available.   

We would like to mention also that even though the Raman spectra recorded 
by using different excitation lasers are very similar in terms of peaks' positions and 
the relative intensities of nearby peaks, a significant change is observed in the 
bands' intensities when going from the 325 nm to 785 nm excitation laser lines. As 
illustrated in Fig. 6, where all the spectra have been normalized to the most intense 
band (1002 cm-1), the 785 nm laser gives rise to more intense Raman bands within 
the 100 – 800 cm-1 spectral region, while in the 800 – 1800 cm-1 the most intense 
Raman bands are obtained with the 325 nm excitation laser. A significant increase 
is observed particularly for the Raman bands at 1601, 1757 and 1195 cm-1. 

None of the used laser is in resonance with the electronic transitions of 
DPH, thus, this behavior cannot be explained based on the resonance conditions. 
Similar changes were observed previously by Thorley et al. [25] who analyzed the 
dependence of the Raman spectra of a set of 4 pharmaceutical ingredients on the 
excitation wavelength. As in our case, the mentioned work shows that the UV laser 
gives rise to more intense Raman bands at higher wavenumbers. Nergui et al. [26] 
have proposed for adenine that such wavelength dependence of the Raman peak 
intensities could be explained by considering the pre-resonant conditions, even 
though the wavelength of the excitation lasers are far from resonance. Most probably, 
the same assumption is valid for the characteristic increase of Raman activities for 
the higher wavenumber Raman bands of DPH. Another explanation could be the 
polarizability dependence of DPH on the excitation laser wavelength. Further 
investigations are needed in order to clarify this behavior. 
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5. CONCLUSIONS

 The experimental vibrational spectra of diphenylhydantoin were obtained 
by Using FT-IR and Raman technique with five excitation laser lines of 325, 532, 633, 
785 and 1064 nm. The normal modes assignment was performed on the basis of 
the spectrum calculated spectrum for a cluster of five DPH molecules whose initial 
structure was taken from available X-ray data. For this purpose we used the 
QM:QM methodology (two layers, B3LYP/3-21G level of theory for the low layer 
composed of 4 molecules and  B3LYP/6-311+G(2d,p) for the high layer composed 
of one molecule. This methodology was found to be much more convenient compared 
to the anharmonic calculations, due to the greater accuracy of the calculated bans, 
as well as to the much shorter time required for running the necessary jobs. 

The Raman bands in the spectrum recorded with the 325 nm laser are more 
enhanced with respect to the other lasers for Raman shifts greater than 800 cm-1. 
On the other hand, for smaller wavenumbers, the 785 laser gives the most intense 
Raman bands. Pre-resonant conditions and the polarizability dependence of the 
molecule on the used laser could explain such behavior. 

For reliable assignments of the vibrational bands of complex molecules like 
drugs, we recommend the vibrational analysis of the constituting groups. 
Moreover, the choice of a correct model and a proper methodology is mandatory 
for accurate computational results. 
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